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Abstract 

We examine the precise radial velocities and chromospheric emission and 

derive the fundamental paramet ers of eight K stars - 36 O phiuchi A, B (KO V, 

KI. V), 61 Cygni A, B (K5 V, K7 V), Gemin0n.m (KO IIIb), b Sagittarii 

(K2.5 IIIa), a Tauri (K5 III), and E Pegasi (K2 Ib) - through analyses of high 

quality (SIN > 1000) near-infirared (864-878 nm) spectra. The spectra were 

obtained as part of the hydrogen fluoride precise (e 15 - 30 m s-') radial 

velocity (RV) program at the Canada-France-Hawaii 3.6-m t elescope (198 1- 

1992) and the Dominion Astrophysical Observatory 1.22-m telescope (1991- 

1995). We define the AEWses.2 index used to quantify changes in the core 

flux of the Ca II 866.214 n m  line and show the index is a sensitive measure 

of changes in chromospheric emission. We compare the "referenee" s p e c t m  

for each star with synthetic spectra of the 864.7-867.7 nm region and derive 

the fundamental parameters: effective temperature (Tel l), surface gravity 

(g  in cm s-'), metallicity ([M/H]), and microturbulence ( E ) .  We describe 

an efficient, time-saving method which identifies and eliminates insignificant 

lines. Through our cornparisons of the narrow spectral region for these "well- 

known" stars and through our development of a rapid synthesis method, we 

demonstrate a solid foundation for a broader, more comprehensive study of 

this region of the II-R diagram. 

The nearly identical stars 36 Oph A and B have dissimilar chromospheric 

activity. For these stars, we derived Teff = 

= -0.25, and E = 1.4 km se', in excellent 

5125 K, log g = 4.67, [M/H] 

agreement with relationships 



predicted by stellar interior models for M / M o  0.75 and [Fe/H] = -0.3. 

For 61 Cyg A, we detect a rotation period of 36.2 days in the 4EWsse.2 index 

and of 37.8 days in the radial velocities, implying that active regions are 

s~atially and tempordy coherent over long time scales for this star. For 

61 Cyg A, we derived Tett = 4545 K, log g = 4.55, [M/H] = -0.40, and 

f = 1.5 km s-'; for 61 Cyg B, T e f f  = 4150 K, log g = 4.55, [M/H] = 

-0.40, and C = 0.7 km s-'. These parameters are in excellent agreement 

with relationships predicted by stellar interior models for [Fe/H] = -0.4 and 

M / M o  0.65 for 61 Cyg A, and M / M o  0.55 for 61 Cyg B. 

Low-amplitude RV variability is a ubiquitous characteristic of the K 

giants. For p Gem, we find similar RV (K = 46.23 1 3 . 9  m s-', P = 584.65 & 

3.3 dy) and AEWBB6.1 index (K = 0.583 f 1.9 pm, P = 587.7 f 12 dy) 

periods. If due to rotation modulation of some surface feature, this period 

is inconsistent with the most reliable v sin i value for this star. We detect a 

long-term (> 12 yr) change in the AEWsss.z index for this star, reminiscent 

of a solar-type magnetic cycle. For 6 Sgr, we find significant long-term trends 

in the radial velocities and AEWs6s.2 index, and significant, but aliased, RV 

periods a t  1.98 days (K = 82.1 f 9.1 m s-') and 293 days (K = 68.8 f 9.8 

m s-'). a Tauri has a 647.93-dy penod (K = lM.9f 10.6 m s-') in the radial 

velocities, but no correspondhg period in the AEW866.2 index. From 1.22- 

m telescope observations, we find a 1.8358-dy RV period (K = 32.0 f 5.0 

m s-') consistent with theoretical granulation-driven acoustic modes or a 

fundamental overtone (n z 4). 

The supergiant E Peg resembles a semi-regular RV variable. We find 

multiple RV periods (not aliases) of 65.2 days (K = 415.8 f 59.0 m s-' ), 46.3 
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Chapter 1 

Introduction 

The spectroscopic class K contains some of the best known and most studied 

stars in the sky. For example, the large proper motion of the 61 Cygni system 

has been known since the early 19th century. Perhaps the most famous of 

the K dwarfs, 61 Cygni was the first s t da r  system to have its trigonometric 

pardax measured (Bessel in 1838). This measurement laid to rest the debate 

regardhg the magnitude of steilar distances and silenced forever geocentric- 

universe believers. The orange K giants are some of the brightest stars in the 

sky: Arcturns, Aldebaran, Pollux, Dubhe. As their color implies, these stars 

fill an intmnediate position in the Hertzsprung-Russell Diagraxn between the 

yellow Cepheid instability strip and the red long-period variables. 

This spectroscopie class also contains stars whose fundamental character- 

istics are the most difficult to determine. The range in effective temperatures 

is about 1200 K. The absolute magnitudes of the K stars range from around 

+7 to -7; the stellar masses, from around 0.5 to 10 times solar (or more). 

The s t d a r  radii may be 0.2 or 400 times the Sun's radius. The evolution- 

ary tracks of A, F, G, and K stars almost converge at the red-giant branch 
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(hydrogen shell-burning stars). Clump giants (stars bnrning helium in their 

cores) and second ascenders (hydrogen and helium shell-burning stars) are 

interspersed with the first ascending red giants. The outer atmospheres of 

these giants &O difE": some show evidence of a hot chromosphere, others 

evidence of a cool stellar wind (mass loss), others show a blend of the two. 

The K stars form an enigmatic group with members in various evolutionary 

states. 

The spectral type K stars form nearly half of the sample of 50 stars mon- 

itored as part of the HF precise radial velocity program at the CFHT and 

DAO (Campbell and Walker, 1979; Campbell et al., 1986; Campbell et al., 

1988; Yang et al., 1993). These spectra cover the approximate range 864 

- 878 n m  and indude the high-quality s t d a r  "referencen spectra which are 

uncontaminated by the RF absorption band. The reference spectra have a 

typical signal-tcmoise ratio p a  pixel in the continuum of 1800 for CFHT 

observations and 1200 for DAO observations. ("Pixel" is the standard ab- 

breviation for pictare dement of a CCD or eharge coupled &vice.) The - 
resolving power, X/6A, is about 33,000 a t  870 nm. From the spectral type K 

subsample, 1 have selected eight stars for furtha study in this thesis; they 

are listed in Table 1.1. They were selected to give a two-dimensional as- 

pect to the radial vdocity and spectroscopic research discussed here as they 

encompass a broad range in effective temperature and surface gravity. 

The objective of the HF precise radial velocity (PRV) program at the 

Canada-Rance-Hawaii 3.6-m telescope (CFHT) was to detect planets orbit- 

h g  solar-type stars. The stars, G and K dwarfs and snbgiants, were sampled 

optimdy for the detection of long-term planetary periods, - 2 - 12 yr, but 
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Table 1.1: The stellar sample 

HR HD Name SPT RA (2000) Dec 

a Tauri K5 III 
p Geminonun KO III 
36 Ophiuchi B K1 V 
36 Ophiuchi A KO V 
6 Sagittarii K2.5IIIa 
61 Cygni A K5 V 
61 Cygni B K7 V 
E Pegasi K2 Ib 

Spectral types fiom Garrison and Beattie (1992) 

not for periods shorter than one year. Fortunately, K giants and a supergiant 

were also included in the program; while the dwarfs and subgiants in the pr* 

gram all proved remarkably stable, dl of the giants and the supergiant were 

found to be variable, with RV variability ranging between 30 to 500 m s-' 

for the giants, and - 1000 m S-l for the supergiant. The HF technique corn- 

menced at the Dominion Astrophysical Observatory (DAO) 1.22m telescope 

in 1991 and expanded the monitoring of the evolved stars. The long-term pe- 

riods seen in the evolved stars may be due to rotation modulation of surface 

features analogous to sunspots bat much large in size and more extensive 

in coverage; to nonradid gravity or g modes; to global small-amplitude r 

modes (Wolff, 1996); or to orbiting planets. The short-term periods may be 

due to radial or nonradid oscillations. As predicted by Unno et d. (1979), 

'Li t  wiU become more difficult to find a star without nonradial oscillations 
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than to h d  a star with nonradial osdations (as) nonradial oscillations are 

indeed rich in the variety of the physical properties." We are able to place 

some constraints on these possible undedyhg mechanism(s) by analyzing the 

A E  Wass.2 and A(R - I )  index data for each star. 

The chronological development of the analyses of these stars Iogically 

led to the two, semi-independent parts to this thesis. The PRV, hEW86(1.2 

and A(R - I )  results, obtained fkom an analysis of the £id .- 864 - 878 nm 

interval, for the individual stars are discnssed f is t  in Chapter 2. The discus- 

sion of the K dwarfs in the selected sample emphasbes the chromosphenc 

activity seen in these stars and relates the AEWessa2 index to the S index 

from the Mount Wilson H and K survey (see discussion in Sec. 2.2.1). We 

search for periods of less than 40 days [the lower period cut-off used in the 

Walker et al. (1995) analysis] in the RV data, periods which may correspond 

to rotation in these stars. The discussion for the K giants emphasizes their 

statas as a newly recognized dass of radial velocity variable. Starting with 

the prominent paper by W d e r  et al. (1989), and the discussions on a Bootis 

(Irwin et al., 1989), 7 Cephei (W&er et al., 1992), Geminorum (Lazson 

et al., 1993a), 6 Sagittarii (Larson et al., 1996), and a Tauri (the short-term 

periods presented in this thesis), out work has been at the forefiont of the 

discoveries. Though the analysis of our AEWôse.* index, our work has added 

stars to the list of giants which may have active regions and activity cycles 

similar to those of the Sun. It  appears that the foundation laid by the RV 

group at the University of Victoria and the University of British Columbia 

for field giant stars ha8 set the stage for the discovery of K giant variables in 

dustas, starting with the annoancement by Edmonds and Gilliland (1996) 
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of low-amplitude RV variables in 47 Tucanae. Our analysis of the data for 

o Pegasi indicates this supergiant is most likely a semi-regular variable, as was 

suggested in WàIker et al. (1989). This star is one of the few where periods 

are found in the AEWsse,2 and A(R - 1) indices which definitely correspond 

to those found in the RV data. 

For the second part of this thesis, Chapter 3, 1 extract 3 nm h m  each 

reference spectrum (the spectnun having no EEF fiducial lines) centered on 

the Ca II 866.2 n m  line and discuss the results of the comprehensive spectnun 

synthesis. Spectnun synthesis is the calculation of a spectrum using the fun- 

damental physics of stellar atmospheres and line formation. There has been 

renewed interest in the use of spectrum synthesis, a revival due in large part 

to new opacity routines, the availability of extensive new line data lists, and 

recent exchanges of research ideas between laboratory spectroscopists and 

astrophysicists. W e  have developed an extensive suite of spectrum synt hais 

programs, SSynth, on Iine at the University of Victoria, the culmination of 

doctoral (1978) and post-doctoral work of Alan kwin. The research discussed 

here involves the work 1 did to update and expand the original programs to 

make them more efficient, accurate, and reljable. 

The stars discussed here are brîght and nearby and have been the targets 

of numetous photometric and spectroscopic studies, with the sole exception 

of d Sagittsrii. Thae are numerous references in the fiterature relating to 

t heir fixndamental or global properties: dective temperature (Te surface 

gravity (g)  , metallicityl (Pm), and photospheric miuoturbulence (t) . The 
lAstrophy~cally, [Mm reprcsents the number abundsnce ratio of aJi dernuits heav- 

icr than beliurn to hyhgen; we use the standard notation, [M/H] Io~(M/EF),~, - 



Table 1.2: Ranges for published global parameters for stellar sample * 

low high low high low high 

36 Oph B 5090 5140 4.60 4.60 -0.39 -0.09 
36 Oph A 5090 5090 4.60 4.60 -0.30 -0.01 
61 Cyg A 4310 4380 4.50 4.70 -0.10 +O.OO 
61 Cyg B 3650 4000 4.50 4.80 -0.65 +O.OO 

p Gem 4030 5040 2.20 3.12 -0.51 +OS6 
8 %  t 
a Tau 3730 4130 1.01 1.5 -0.33 +O.OO 

E Peg 3820 4380 0.75 1.25 -0.25 -0.02 

* Ali values are fiom the pee/H] catalogue of Cayrel de Strobel et al. 
(1992). This catalogue gives a complete bibliography for these values. 

S Fe/W r log(Fe/H) - log(Fe/H)s, 
t No values given in the Cayrel de Strobel et al. (1992) catalogue. 
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Table 1.3: Published global parameters for the stdar sample 

DWARFS 
Sm 5777 k 4.44 k =0.0 1.5k 2.0 1.0 tt 

36 Oph B 5100 b 4.60 CS -0.16 CS 1.0 cpl 1.8 v 1.5 g2 
36 Oph A 5125 b 4.60 CS -0.15 CS 1.0 cpl 2.0 v 1.5 g2 
61CygA 4543b 4 . 5 0 ~  -0.05~s 1.0a 1.0 v 1.5 g2 
61CygB 4332b 4 . 6 0 ~ ~  -0.19~s 1.0a 0.7 v 1.5 g2 

GIANTS 
p Gem 4850 m 2.96 m -0.07 m 1.9 m 2.5 gl 3.5 gl 
6 se 4180 m 2.23 m -0.01 m 2.7 m 2.7 J i  5.0 g2 
a Tau 3910 m 1.59 m -0.34 m 2.1 m 2.7 sd 3.6 t 

SUPERGIANT 
E Peg 4350 sl 1.00 si -0.03 sl 2.5 sl 6.5 gt 9.0 gt 

References: 
a: Adopted value. 
b: Bohlender et al. (1992) 
CS: Cayrel de Strobel et al. (1992) 
cpl: Cayrel de Strobel, Perrin, and Lebreton (1989) 
pl: Gray (1982) 
g2: Gray (1992) 
gt: Gray and Toner (1986) 
k: Kurucz (19934 
li: Larson et d. (1996) 
m: McWilliam (1990) 
sl: Smith and Lambert (1987) 
tt: Topka and Title (1991) 
t: Tsuji (1986) 
v: (27rRlP) from Vaughan et al. (1981) 



catalogue by Cayrel de Strobel et al. (1992) is a good example of one com- 

pilation of multiple seferences, and Table 1.2 lists the range of values noted 

for the effective temperattues, surface gravities, and metalücities for most of 

our stellar sample (the Cayrel de Strobel et ai. catalogue does not List micro- 

turbulence values). The ranges in values for these parameters are especially 

large for the evolved stars. Table 1.3 lists representatiue values reported in 

recent literature. The values fkom the Cayrel de Strobel et al. catalogue 

listed in Table 1.3 are averages. I have chosen sources other than the Cayrel 

de Strobel et al. catalogue where 1 fed a more d o m  or a more diable 

determination has been made; for example, where possible, the Bohlender 

et al. (1992) papa  selected dective temperatures derived from the infrared- 

flux method. No further attempt has been made to judge the quality of 

these values. Published values for vsini (projected rotation velocity) and 

radial-tangentid macroturbulence, Cm, are included with the fundamental 

parameters. In Sec. 3.4 1 compare the results fkom this thesis with the values 

given in Table 1.3. 

Given the large range in values for many of the fundamental parameters 

listed in Tables 1.2 and 1.3, one fmds it di£Eicult to build a coherent and 

comprehensive understanding of the spectral type K stars. In this thesis, we 

circumvent t his problem by d e r i h g  the fundamental s t d a r  paramet ers un- 

der a comprehensive spectnun synthesis of the pressurebroadened wings of 

the Ca II 866.2 nm line and adjacent spectral region. The analysis included 

in this thesis offers a number of improvements over previous research. Most 

importantly, we work with high qulty spectra having a signal-twnoise ratio 



of np to 2000, about 10 - 15 times that of any previous work. We exam- 

ine stars with a range in subdasses, 0-7, of spectral type K, and luminosity 

classes V-1 in a consistent manner. We use the most complete atomic and di- 

atomic line lists available to date and explicitly include the d e c t  that literdy 

thousands of extremely weak lines (known collectively as line haze) have on 

accurate determination of the pseudocontinuum. In addition, we explicitly 

indude spectrograph light scattering in our treatment of the instrumental 

profile. We also explicitly test the accuracy of our adopted profde using solar 

observations. 

Findy, in Chapter 4,1  summarize the analyses of the data and discuss 

the opportnnities for future research established as a result of the foundation 

laid here. 



Chapter 2 

"The determination of pcriods fiom observations ... made at known times is difficdt to 
describe; in many ways it is an art, acquired by practicc, and varying with the 

pecnliarities of individual stars and the distribution of observations." 

--Payne-Gapo& and Gaposchkjn (1938) 

It is perhaps an understatement to say that the ability to measure pre- 

cisdy (i.e., to < 50 m s-') the changes in the relative radial velocities of the 

stars heralded a new dawn in stellar research. Following the introductory 

p a p a  of Campbell and WaIker (1979), which discusses the preliminary tests 

to measure radial velocities using an absorption c d  and hydrogen fluoride 

lines as fiducial wavelengths, measurements went fiom a precision of - 150 

m s-' to under 20 m s-'. The motivation behind the development of the HF 

technique was to detect sub-stellar companions: brown dwarfs and Jupiter- 

like planets. Although the obsenmtions at the CFHT using the HF technique 

did not resdt in any confirmed planets (WaIker et al., 1995), the technique 

spawned the development of the iodine cd and the use of 4 h e s  as fiducial 

wavelengths [see discussion in Butler et al. (1996)]. With the use of an echelle 

gating for much higher tesolution, a much broader wavelength region, and 
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an accurate modeling of the instmmental profile, the Ir absorption-ce11 tech- 

nique typically reaches a precision of 3 m s-' or better (Butler et al., 1996). 

Since fainter stars can be observed with the II c d ,  the stellar sample has 

increased from around 30 to mer 600. There are now a nurnber of groups 

capable of achieving 15 m s-' or better radial velouty (RV) precision (see 

Session 70 of the Bulletin of the American Astronomical Society, 1996, be- 

ginning on p. 1379), and RV variability indicative of a planetary cornpanion 

has been detected in at least five solar-type stars. 

Serendipitously, the nins at the CFHT also induded observations of a 

number of cool giants, observations which Wed the time when there were 

no program dwarf stars to be observed. AU of these sctcded radial velocity 

standards were found to be variable, with amplitudes ranging fiom 30 m s-l 

to over 500 rn se'. Although the low-amplitude radial velouty variability of 

Arctunts was discovered in the mid-1980's (kwin et al., 1989), the paper by 

Walker et al. (1989) introduced this %ew dass of radial-velocity variablen 

by extending the sample to five more K giants and a supergiant. The HF' 

program was installed at the DAO in the snmmer of 1991 with the stated 

purpose of expanding the monitoring of the bright giants of spectral types G, 

K, and M (Yang et al., 1993). Over 30 giants and 6 supergiants have been 

observed with the 1.22-m telescope at the DAO. 

This chapter diseusses the differential radial velocities and the changes 

in the chromospheric emission and photospheric temperature of four dwarfs 

(two binaries), three giants, and one supergiant. As mentioned in the intro- 

duction to this thesis, the stars were chosen to give a twdimensional sample 

within the K spectral type and luminosity classes V-1 in order to test the accu- 
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racy of the spectnun synthesis program for a range of aective temperatures 

and s d a c e  gravities. Section 2.1 of this chapter gives an overview of the 

HF technique, particularly the method used at the DAO, and summarizes 

the reduction process. This section also discusses the quantification of the 

AEWaes.2 index used to measnre the changes in the cbromospheric emission 

of the stars. Section 2.2 discusses the PRV, A E  Wess.2 , and A(R - 1) results 

for the individual stars. 

2.1 Introduction to the PRV technique 

Campbell and WaIker (1979), Campbell et al. (1986, the most comprehen- 

sive reference), and Campbd et al. (1988) describe the HF absorption-cell 

technique and the associated reduction procedure for obtaining precise radial 

velocities. In this section, we summarize, fiom these references, the descrip 

tion of the methods used to determine the internai. and external mors- We 

also summarize here the techniques used to identify signÜ;cant periodicity in 

the data for each star. The HF program was installed at the DAO in the 

summer of 1991; highlights of that program and a summary of the reduc- 

tion procedures are discussed in 2.1.1. Pertinent details for the CFHT and 

DAO observations are induded wit h the discussions of the individual stars.  

Bohlender et al. (1992) give the derivation of the ATd and A(R - 1) indices1 
- 

'The A(R- I )  and ATmindices are diffuent rneasures of the same goantity: the 
rdative changes in some of the tcmptrsturosensitive lines containcd in each spectrum. 
Thus, the A(R - 1) and AT& indic= are correlated (as erpeeted). ûnly the relative 
changes in R - 1 are d i s c d  here since the colors of a star are generaüy bette known 
than the dedive temperatnre thus providing a bcttu calibration of the temperature 
sensitive lines. 
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and the methods used to determine their interna1 errors. The derivation 

of the AEWasai index and the description of how we form the dXerence 

spectra used in the radial velouty2 measurements and the AEWe6e.r and 

A(R - 1) indices is given in Sec. 2.1.2 and L a o n  et al. (1993b). All of 

the CFHT data have o b s d g  run corrections subtracted; these corrections 

are described in Appendix A. Figure 1 of Walker et al. (1995) shows the 

systematic offsets in the collective radid velocities between observing r u s .  

The DAO data have not had run corrections subtracted; this is discussed in 

Sec. 2.1.1 and Appendix A. 

The determination of the relative radial vdocities fkom the spectra is the 

result of a fairly lengthy reduction process; only a few steps are mentioned 

here. The radial velocities for each star are derived relative to the appropriate 

stellar refetence spectnun nsing the difference technique of Fahlman and 

Glsspey (1973). These relative line positions are then corrected for slight 

run-to-run changes in the instrumental profile and the imperfect cancellation 

of s t da r  lines in the star + HF spectrnm. A dispersion relation is then fit 

to the relative positions of the HF lines in each spectrnm, all s tda r  relative 

positions are adjusted to theh rest values, and the ste l la r  h e  positions are 

used to constrain the higher order components of the dispersion relation. 

Note that stellar lines farther than 100 pixels 60m the HF spectral range 

are used to perfect the dispersion relation but are not used in the velocity 

'1x1 this thesir, the terms preQse radial vdocitia, veioatio, r d d  velocitieo, RV, rel- 
ative radia vclocitier, difkrentiai radiai velocities, and dinerential veioaties d putain 
to the values obtained fiom the dinuenced spectra. The phrase "radid vdocity of the 
starn means the radial component of the trne space vdoaty of the star corrected to the 
barycenter of the solsr system. 
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determination. The hes are then weighted according to their strength. After 

a few more ikrations, the relative vdocities are determined and the interna1 

enors are established from the weighted standard errors of the velocities of 

the t y p i d y  10-12 non-zereweighted s t d a r  Lines. 

From the run-correction calculations, we estimate t hat the external errors 

for the CFEIT RV data are approximately 20 m s-'. This estimate can dso 

be obtained fkom the scatter in the RV data for the most constant star in 

the sample, T Ceti, shown in Fig. 2 of Walker et al. (1995). The standard 

deviation of these data is 17.5 m s-'. W e  discuss the external errors for the 

DAO data in Sec. 2.1.1. 

The method we use to determine the presence of significant periods in the 

stars is given in Irwin et d. (1989) and Walker et al. (1995), and briefly sum- 

marized here. Our periodogram analyses for each star rely upon the calcula- 

tion of the weighted or comelaked periodogram from the residuals of a parent 

function. The parameters for the parent fimction are determined by a least- 

squares fit to the data. Examples of parent functions are weighted means or 

a combination of a mean and higher order polynomial tenus andfor single 

or multiple .sinusoids (or more complicated hinctions). The weighted peri- 

odogram is calcdated using the formula given in Irwin et al. (1989, Eq. ( 5 ) ) ,  

and the correlated periodogram is calculated using the formula given in the 

appendix to Walker et al. (1995, Eq. (A2)). We determine the signifiurnce of 

a period by calculating 100 periodograms with randornized data sets having 

the same sampling weights as the original observations and determining the 

m8ltimum periodogram power for each randomized set. The 99% confidence 

level is spefied for each periodogram, and is defined as the level at  which 



99/100 randomized data sets have a maximum periodogram power below 

that of the observed data. 

The extraction of the '%ruen period(s) boom a given periodogram andy- 

sis may be difficult because the tme period is masked by aliasing due to the 

observational sampling of the star. Generally, it is a simple task to identify 

aliases resulting from known periodic samphg, but it is not easy to d i s t i .  

guish spurious periods kom real. Since the relation given in Tanner (1948) 

is reversible, 

where P, is the false period, P is the tnie period, n and k are integers, and T 

has been predefined as the least interval of observation (e.g., the sidereal day, 

synodic month, or tropical year), we know only that P' and P are aliases. 

As an additional means of identifjing the aliased periods in out data, we 

determine the amplitude, period, and phase of a significant peak (usually the 

most significant peak) in the periodogram. We then include these values in 

the parent function, and the periodogram from the residuals is calculated. 

The power in the aliased periods wiU be significantly reduced and thus the 

aliasing identified. This method, which is the most common method used in 

period analyses of randomly sampled data, also gives information only about 

the aliasing and not the true period. For some periodograms, however, the 

periodogram power at a given frequency will be much higher than the power 

at any other fkequency. In these cases, we are more confident that we have, 

in fact, isolated the true period. The periodograms for the RV data of Gem 

and a Tau (discussed in Sec. 2.2.2) are examples of confident detections of 
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true periods. 

2.1.1 Highlights of the HF technique at the DAO 

The introduction of an absorption cell into the stellar light path supuim- 

poses the calibration reference lines on the stellar spectrum. The reference 

spectnun is coincidental in time and follows the same light path as the stellar 

source, advaatages not shared by conventional bracketing of exposures with 

reference arcs. While other gases or telluric lines are being used (Campbell 

and Walker, 1985), hydrogen fluoride gas h a  some superior characteristics. 

The absorption lines nsed are the R-branch lines of the 3-0 rotation-vibration 

band of HF, a transition producing 7 strong lines which are widely spaced, 

dowing a number of unblended s t d a r  lines to be registaed in between. The 

HF lines are hee of weak isotopic lines which would introduce an additional 

blending problem. The lines fd in the near infkared region, 867.0 - 877.0 

nm, where there is only one strong tduric  line (875.8 nm) and where the 

detector used (see below) has a good quantum efficiency for attaining a high 

signal-to-noise ratio (Campbell and Walker, 1979). 

The 1.22-m telescope at the DAO is well-known for the high quality 

and efficiency of its coudé train and mosaic spectrograph. A description of 

the coudé spectrograph system is given in Richardson, Brealey, and Dancey 

(1970). The observations discussed here used the S a r e d  mirror train, which 

has a thin coating of gold on mirrors 2-5. The focal ratio of the primary mirror 

is f/4 which is changed to f/145 at the secondary. Three reflections cary the 

light past an achromatic lem located 2 meters before the image slicer, which 

reduces the focal ratio to f/30 to match the spectrograph. An iris diaphragm 



(located just past mirror 5) was used to isolate the exit pupil of the telescope 

(it was not exactly at the exit pupil) and help eliminate residual collimation 

errors. A central disc was moanted in the iris to cover the secondary mirror 

shadow. The HF cell, of length 90.6 cm, was located between the iris and 

the image slicu. 

The "red" image slicer, IS32R was used in the HF program. According 

to Richardson et al. (1970) one may assume a gain of 2.7 times over a stan- 

dard dit as the superpositioning of the slices reduces the loss of light to the 

spectrograph. Image slicers can be used only when sky subtraction is not 

necessary as all spatial idormation is lost. We origindy intended to use the 

fact that the spectrograph receives these merent dices to check the contri- 

bution from each grating in the mosaic and the precision of the aligsment of 

the four gratings in order to derive the instrumental profile for each run. The 

contribution £iom each grating was obtained by simply blocking the light to 

the other three by means of a large mask eut especidy for this task. Early 

attempts by Alan kwin and Cherie Goodenough to model the instrumental 

profile of the CFEIT were not fruitfd (Irwin, private communication); no 

attempt has yet been made to model the instrumental profile of the 1.22-m 

telescope at the DAO (see discussion in Sec. 3.2.3). 

The detector used was a Reticon photodiode array having 1872 elements, 

15pn centa-tecenta by 750pm high. The advantages and disadvantages of 

this detector have been outlined in Campbell et al. (1986). The Reticon 

was ideally suited for precise radial velocity work as a signal-tenoise ratio 

> 1000 was needed. Even though the read-out noise was typically about 400 

electrons rms, the exposures usudy attained a level of between 106 and 10' 



electrons so that photon noise dominated. Readout of the diodes was very 

rapid, and thus one eould imrnediately cycle into another exposure. However, 

the Reticon retained some memory of the previous exposure if a high level 

was reached, and thus a short "dnmmy read" was taken (but not recorded) 

between stellar exposures. 

The Reticon also contained a fixed baseline pattern due to stray ca- 

pacitance coupling the dock signals to the video line. This pattern could 

be eliminated via subtracting a short baseline enposure taken afier each long 

exposure. The diode-to-diode variance in gain was eliminated via normal flat 

fielding procedures. However, under low gain, the flat field lamp exposures 

were ofken only a few times the baseline exposure and the gain Mnance in- 

formation was lost after baseline subtraction. Under t hese conditions, a dark 

exposure was used, a procedure introduced by Stephenson Yang. 

Exposures in the in6:ared spectral region suiFer a disadvantage inherent 

in silicon arrays. For photon energies below the excitation energy, the silicon 

becomes transparent, particulady when cooled. The rektively s m d  thick- 

ness of the diodes leads to interference between the incident radiation and 

that reflected fiom the substrate and fihging occurs (Walker, 1987, p. 290). 

This fringing became particularly severe in those cases where the optics were 

well aligned. It is generally believed that the small window of the HF c d  

was an additional source of fiinging in the spectra. This fihging limited the 

preusion of the radial velocity measurements from the DAO data, eliminated 

the use of the hEW8m.2 and A(R - I )  indices £iom these observations, and 

was one of the major factors leading to the discontinuation of the HF tech- 

nique at the DAO. In addition, the Reticon was replaced by CCD detedors 
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whidi have not achieved the quantum efficiency of the Reticon. 

The data Born the observations were reduced in three automatic stages, 

as desaibed in Campbell et al. (1986). The fbst stage of reduction involves 

preparation of the spectra through basehe subtraction, Lat-fielding, and rec- 

tification of the "star + HFn spectrum to the reference stellar and HF spectra. 

The second stage in the reduction process determines the line positions. This 

technique involves very small shifts of the spectnun, subtracting the spec- 

trum fkom the reference spectrum, and obtaining the sum of the squares of 

the residuals around each line. A third order polynornial is then fit to the 

s u m  of the squares of the residuals versus shiR (Fahlman and Glaspey, 1973). 

In the ttial stage, the relative radial velocities are derived, corrected to the 

barycenter of the solar system. 

As mentioned in Appendix A, the DAO observations were limited to 

evolved stars which, when compared to the dwarfs in the full CFHT p r e  

gram, have a relatively large veloaty Miiability. This Mnability generates a 

large statistical error in the nui corrections, and we have not applied these 

corrections because the corrections are not significantly different from zero. 

The 95% confidence intervals calculated fiom these corrections and their sta- 

tistical mors  imply typieal upper limits of 40 m s-' on possible systematic 

mors in the DAO velocities. We expect the external mors within a given 

run to be less than 40 rn s-'. 

Figure 2.1 compares the RV data fkom the CFHT and DAO observations 

of a Arietis (BR- 617, a = ~ ~ ~ 1 0 '  .40, d = +23"27'44" .66; 52000) (Hoffleit 

and Warren, 1991), which, although intinsicaüy variable, is the most "con- 

stant" star observed extensively at the DAO. The standard deviation of the 



a Arietis 

Figure 2.1: The relative radial velocities of a Arietis (HR 617) from the 
CFHT (open cirdes) and DAO (filled squares) data. The standard deviation 
of the CFHT data is 30.72 m s-'and the mean interna error is 12.90 m s-', 
implyhg an intrinsic variability of .- 28 m s-'. The standard deviation of the 
DAO data is 43.60 m s%nd the mean intemal error, 25.13 rn s-', implying a - 7 m s-' increase in the intrinsic scatter or an underesthate of the intemal 
mors. 
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CFHT data is 30.7 m s-land the mean interna1 error is 12.9 m s-', giving an 

intrinsic Miiability of 27.9 m s-'. The standard deviation of the DAO data 

is 43.6 m s-' ; the mean intenid error, 25.1 m sa'. This implies that part of 

the increase in the long-term scatter of the DAO data is due to the increased 

error in each measurement. If we assume that a Ari had the same intrinsic 

variability during the DAO observations as for the CFHT observations, then 

J2?.g2 + 25.12 = 37.5, a value not that different fkom the DAO externa1 

scatter of 43.6 m s-'. The intrinsic variabiiity of a Ari may have increased 

slightly or we may have underestimated the interna1 errors. 

2.1.2 Definition of the AEWsss.z index 

Because each spectnim indudes the Ca II 866.2 nxn infrared triplet line3, 

we are able to monitor the chromospheric activity of the program stars. 

Our abiüty to monitor simultaneously this activity and the precise velocity 

is critical to o u  understanding of any variability detected in out program 

stars.  In this section 1 define the AfiW866.2 index, which measures the change 

in the flux of the core of the 866.2 rm Line (in pm), and demonstrate the 

viability of the index as an indicator of chromospheric activity4. 

Shine and Linsky (1972) found that the cores of the Ca IL 849.8, 854.2, 

and 866.2 nm triplet lines brighten in solar plage regions and show reversais 

in the most active plages. The relative opacities of these lines in the solar 

spectrnm are in the ratio 1:9:5, with the least opaque line, 849.8 nm, showing 
--- - -  

3 ~ y  apologies go to those of pure heart who rccognise that the Ca II b&ared Ytripletm is 
indeed not a triplet at di but technicaily a "mmpound doublet." Howevu, asttonomidy, 
it wiII probably always be d e d  a triplet. 

' ~ h i r  work hsr becn pnblished (Lsrson et al., I993b) 
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the geatest core reversais. Linsky et al. (1979) showed that the most opaque 

line, 854.2 nm, was suitable as a diagnostic of s t e h  chromospheric activity. 

The 866.2 nm line is also suitable for this purpose and, unlike 849.8 and 854.2 

nm (Moore et al., l966), is uncontaminated by atmospheric water vapor lines 

near the line core. 

Examples of changes in the 866.2 nm line for 61 Cygni A are given in 

Fig. 2.2. The spectra we observe for our precise radia velocity program in- 

dude a single stellar reference spectrum observed without the HF absorption 

c d  in the telescope beam and a series of "stellar + HF" spectra observed 

with the KF absorption cell in the telescope beam. The difference spectrum 

is formed by subtracting the s tdar  reference spectrnm f?om the stellar + 
BP spectnun aRer alignment of the Ca II line. Fig. 2.2 shows an example of 

the Merence spectnun and defines the 0.135 MI core band and the adjacent 

0.227 nm blue sideband used in our AEWw.2 index determination. Us- 

ing these wavelength regions avoids potential contamination by the Paschen 

866.5 n m  line fot the earlier type stars in OUI program. Note these wave- 

length regions are safely outside the HF band. The bluest HF line, which 

can be seen at  the far Bght of Fig. 2.2, occurs at a rest air wavelength of 

866.6 nm. 

We calculate AEWsss.2 using the Merence spectrum defined above. To 

reduce the dec t s  of variable continuum placement, we linearly extrapolate 

the dinaence spectnun sideband values to line centa. Our AEWesa.n index 

is formed by taking the mean of the pixels in the core band of the diffaence 

spectrum with the extrapolated sideband valne snbtracted. An inaease in 

o u .  index corresponds to a filting-in of the absorption core. The standard 



M from Line Center (nm) 

Figure 2.2: DiEerence spectra (heavy line) in the region of Ca II 866.2 n m  line 
of 61 Cygni A. These spectra show a relative decrease in AEWese.n on 1985 
Aiigust 4 (JD 2446283.0371), and a relative increase on 1989 April 18 (JD 
2447636.0688). The latter spectrum dearly shows a m g - i n  of the central 
core. Superposed on the difference spectra are the steUar + HF (medium 
line) and s tellar-reference (light Iine) spectra. 



Year 

Figure 2.3: AEWsss.* vs. time for a Eydrae (HR 3748). This star is the 
most chromospherically quiet of the stars ia our program with a standard 
deviation from the unweighted mean of 0.088 pm. The mean interna1 error 
of 0.053 prn is indicated by the error bar. 
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deviation of the dinerence spectrum pixel d u e s  in the sideband is multiplied 

by to give our estimate of the AEW8rn.* interna1 error (in pm); 

N, and Ne are the nnmber of pixels in the sideband and core band. 

We approximately correct AEWesse2 for variations in the instrumental 

profile. These variations are monitored by cornparhg a high-resolution RF 

spectrum with the HF spectra taken on the appropriate observing night. Be- 

fore forming the différence spectrum used for the calculation of the AEWMs2 

index, we convolve Utha the stellar refuence spectnun or the s t d a r  + HF 

spectrnm with a Gaussian to ensure that both spectra have the same instru- 

mental half-widt h. 

Figure 2.3 shows o u  Ca II resdts for the most chromospheridy quiet 

star in our sarnple, the K3 II-III star a Hydrae (HR 3748, a = g h 2 ~ 3 5 '  .24, 

6 = -8'39'32'' -61; J2000) (Hoffleit and Warren, 1991). The standard devia- 

tion fiom the unweighted mean of the Ca II index for this star is Q A E W ~ . ,  = 

0.088 pm. This extemal error (which might indude intrinsic variations of the 

star) is only slightly larger than the mean interna1 error of 0.053 pm. This 

s m d  difference suggests that our run-corrections procedure is valid. 

2.2 Results and Discussion 

2.2.1 The K Dwarfi 

The HF program at the CFHT was optimized for the detection of long- 

tenu, low-amplitude variability indicative of the presence of sub-stdar-mass 

cornpanions amund nearby, solar-type stars. The 12 years of observations 

have been snmmarized in Walker et al. (1995). Because the data are sparse 
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and the target stars inadequately sampled o v a  short tirne intervals, the data 

cannot constrain short period aliasing. The periods are ofken hidden in the 

noise. However, many of the program stars have been induded in other 

studies induding the long-term monitoring of the Ca II H and K lines at the 

Mount Wilson observatory. Where possible, 1 have interpreted the CFHT 

data in üght of the additional information available. 

This section discusses the results for the K dwads: 36 Ophiuchi A and 

B and 61 Cygni A and B. The periodograms for 36 Oph AB (not shown) 

r e v d  what has been humorously referred to in the Literaturt as "insignificant 

grass"; t hat is, there are no out standing peaks (stalks?) which warrant much 

hrther analysis. The analysis of the data for 61 Cygni A forms the basis 

of the quantification of our AEW&s.z index (Larson et al., 1993b), and the 

RV data are discussed in light of our detection of the star's rotation penod 

in the AEWsse., index data The periodograms for 61 Cypi  B revealed 

no significant paiods (confidence level 2 99%); they are shown with the 

discussion on this star as the perïodgram for the AEWass.2 index showed 

some periods having a 95% confidence level. One goal of this discussion is 

to compare the two binary stars; although the stars in each pair are coeval 

and have similar spectral types, there are some obvious differences in the 

AEWgss.z index data. 

The RV, AEWasse2 index, and A(R - 1) index data are shown in the 

relevant figures in each section; however the data are not tabulated here. 

The radial velocity data are archived with NSSDC/ADC [the (United States) 

National Space Science Data Center/Astronomical Data Center]. Electronic 
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access to the NSSDC/ADC catalogs can be obtained &om the URL: 

http : l l a d ~ . ~ s  f c.nasa.gov / 

The data for the AEWae6.> and A(R - I )  indices will be the subject of a 

future summary paper (Larson and kwin, et al., in progress) and will be 

provided at that tirne. 

36 Ophiuchi 

The "early" set of K dwads included in this analysis is the KO-K1 V pair, 

36 Ophiuchi AB. These stars were included in the H and K survey conducted 

at Mount Wilson Observatory (Wilson, 1978; Baliunas and Vaughan, 1985; 

Baliunas et al., 1995). Although these stars ate coeval and are essentidy 

the same spectral type, they show different chromospheric behavior. For 

36 Oph B, Table 1 of Baliunas et al. (1995) lists a period of P,, = 5.7 f 0.1 

yr for the solar-type cycle. For 36 Oph A, they list the star as variable; 

that is, it shows significant variability (and cydic behavior) but no definite 

periodicity. 

The PRV data and AEW846.2 and A(R - 1) index data versus time for 

36 Oph A and B are plotted in Figs. 2.4 and 2.5. These data were obtained 

at the CFEIT at a continuum signal-twnoise ratio of over 1100 per pixel for 

A and over 1000 per pixel for B, for a typical40 - 45 minute exposure. The 

binary motion is seen through the opposite slopes in the radial velocity data. 

For 36 Oph B kwin et al. (1996) discuss the apparent discrepancy between 

the orbit parameters estimated fiom 170 years of observations and the precise 

radial dotities. That is, the acceleration of 36 Oph B is a factor of 1.64 
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Figure 2.4: The CFHT data for 36 Ophiuchi A (HR 6402) vs. year. A 
weighted mean has been subtracted from each data set. The mean intemal 
mors are given by the mor  bars. 
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36 Ophiuchi B - CFHT 

Year 

Figure 2.5: The CFHT data for 36 Ophiuchi B (KR 6401) vs. year. A 
weighted mean has been subtracted korn each data set. The mean interna1 
errors are given by the error bars. 



larger than that predicted from the orbit, and no reasonable variation of the 

sums of masses, mass ratio, pardax,  or orbital parameters can alleviate the 

discrepancy. Also, 36 Oph B has an apparent long-term, sawtooth-shaped, 

solar-type cycle in the AEW8ss.a index, as Fig. 2.5 shows. 

The AEWma2 index can be directly compared with the Mount Wilson 

Observatory S index (see later discussion for 61 Cyg A). Figure 1 f of Baliunas 

et al. (1995) shows the S-index data fkom 1967-1992 for these two stars. A 

cornparison with our AEW86s.t index data, shown as part of Figs. 2.4 and 

2.5, shows teasonable agreement for 36 Oph A and B for the overlapping time 

span. This binary was &O part of the sample of 47 lower main-sequence stars 

observed extensively over a 3-4 month period in 1980 at Mount Wilson for the 

purpose of meosuring rotation periods. Table 3 of Baliunas et al. (1983a) lists 

rotation periods of 22.9 and 20.3 days for B and A respectively. Periodogram 

analysis of the RV data and AEW866.z and A(R - I )  indices revded no 

correspondhg peziods, nor any significant periods at d, in any of the data 

sets for P 5 40 days. Our inability to detect the rotation periods is probably 

due to onr more limited sampling of these two stars or to the possibility 

that the chromospheric activity of these two stars, while ongoing, is spatially 

coherent ody over short time sales. The pathology of the long-term cycle of 

36 Oph B prevents the calculation of an accurate parent function, at least for 

now, and thus may ais0 contribute to the nondetection of a rotation period 

for this star. 

The radial velocity data versus time are shown in Fig. 2 of Walker et al. 

(1995), we have induded them hue, dong with the equivalent width indices, 

in Fig. 2.4 and Fig. 2.5 to maintain consistency with the other stars discussed 



in this thesis. 

The K5 V star 61 Cygni A is a Ca II variable star. It was included in the 

H and K survey conducted at Mount Wilson Observatory (Wilson, 1978; 

Baliunas and Vaughan, 1985; Baliunas et al., 1995). Our analysiss of the 

AE Wsss.* index for this star is described fist in this section, followed by the 

arialysis of the radial velocity data and A(R - 1) index for periods less than 

40 days. 

The AEWBddm2 index data for 61 Cyg A, which are listed in Table A S  

and plotted in Fig. 2.6b, wete obtained at the CFHT at a continuum signal- 

to-noise ratio of over 1200 per pixel for a typical 20 - 30 minute exposure. 

The long-term, sawtooth-shaped, solar-type cycle is obvious. In addition, 

there is scatter fIom this long-term variation which is clearly larger than our 

external mors  (see Fig. 2.3). As explained below, we modeled this scatter 

by a short-period sinasoid. 

Periodogram analysis and non-linear least-squares results: The pre- 

liminary step in modeling the periodicities in the AEWassSn index data was 

a least-squares fit to a constant plus sawtooth function (programmed by 

A. W. kwia). The sawtooth fanction is d e h e d  as 

where ti is the carrent epoch; K, the amplitude; T, the epoch of maximum 

relative core emission; T + AT, the epoch of minimum relative core emission; 

sRcsnlts have been pnblished (Larson et ai., 1993b) 
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61 Cygni A - CFHT 

Year 

Figure 2.6: RV, AEWrn.2 , and A(R - 1) vs. time for 61 Cyg A (HR 8085). 
The short-tenn rotation modulation has not been removed fiom the 
A E Wws2 long-term sawtooth cycle of 7.2 years. The mean intanal errors 
are indicated by the error bars. 
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and P ,  the period. The phase is given by 

(' - *) mod 1. W )  = p 

With this definition the phase of maximum is 

and the phase of minimum is 

AT 4(T + AT) mod 1. 

The Marquardt technique we use for solving the weighted non-linear least- 

squares problem has been described elsewhere (Irwin et al., 1992; Press et al., 

1986). 

Based on previous H and K resdts (Baliunas et al., 1983a), we expect 

rotation modulation of AEWsss.2 for 61 Cyg A. Therefore, we have adopted 

a final mode1 fitting function given by 

where the sinusoid function is given by 

The weighted mean for the least squares solution is parameterized by 7. If 

we restrict the sinusoid period to be dose to the rotation period found by 

Baliunas et al. (1983a), see discussion below, then the parameters of the best 

least squares solution are given in Table 2.1. Fig. 2.7 plots the residuals &om 



Table 2.1: 61 Cygni A: periodic solution for AEWss.2 (1981 - 1992) 

parameteru value œ u n i t s  

sawtooth parameters 
Kl 
AT 

sinusoid parameters 
Kz 
3'2 

p2 

" See Eqs. 2.2 and 2.6 for the definitions of the parameters 
JD - 2440000 



61 Cygni A 

Figure 2.7: Phase diagram of the residnals of the AEWsas.2 index from the 
constant plus sawtooth modd for 61 Cygni A folded on the 36.212-dy rotation 
period. The mean intemal error of 0.069 pm is indicated by the error bar. 
The large residuah compared to the mean interna1 a o r  may be evidence of 
amplitude, eequency, and/or phase modulation. 



the constant + long-terrn sawtooth folded on the 36.212-dy sinusoid period 

derived here. 

The weighted nonnaüzed periodogram (kwin et al., 1989, Eq. (5)) of the 

residuals fkom the constant plus sawtooth solution is shown in Fig. 2.8a, while 

the weighted nomalized periodogram of the residuals hom the complete 

model (Table 2.1) is shown in Fig. 2.8b. The 99% and 95% confidence Ievels 

(kwin et al., 1989) are indicated on these figures. According to this analysis, 

the rotation peak near 36 days in Fig. 2.8a is judged signüicant because it 

would be the result of raadom noise Iess than 5 per cent of the tirne. The 

0th- significant peaks that occur near periods of 296, 190, and 47 days in 

Fig. 2.8a are disses of the rotation peak; they become insignifiant (Fig. 2.8b) 

when the complete model is snbtracted from the data. The only sigdcant 

peak left in Fig. 2.8b, with period near 147 days, may be an artifact of the 

sawtooth approximation used to model the solar-type cycle variation. 

Cornparison of the AEW8w.2 and S indices for 61 Cygni A: We 

expect our ABWses.2 index to be related to the S index, which defines a 

measure of chtomospheric activity using the H and K lines. The Ca II infrared 

triplet lines share the upper 4 'Po  term of the H and K lines; the 866.2 nm 

line comects the 4 'P:,, upper level of the H Iine with the metastable 3 2D3/2 

level. The cornparison of the observed H and 866.2 nm line profiles for three 

solar plage strengths is presented in Figs. 12 and 13 of Shine and Linsky 

(1974). Although the profles cliffer in detail, the changes in the equivalent 

widths are corrdated. At least in the Sun, higher intensity in the H line is 

reflected in a higher intensity for the 866.2 n m  Iine. The S index described 



61 Cygni A 
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Figure 2.8: a) Weighted normalized periodogram of the AEWmm2 index of 
the residnals fkom the constant plus sawtooth model for 61 Cygni A. b) 
Weighted normalized puiodogram of the residnals fiom the complete model 
given in Table 2.1. For both a) and 6) the 99% (heavy dashed üne) and 95% 
(light dashed line) confidene levels are indicat ed. 



CHAPTER 2. PRV, AE Wses.2, A(R - 1) 38 

in Vaughan et al. (1978) and Duncan et al. (1991) measares the flux in 0.109 

n m  passbands centered on the H and K emission cures relative to 2.0 nm 

continuum passbands at 390 and 400 m. The similarities of the two indices 

can be seen in the results for 61 Cyg A. 

Monitoring of the H and K fluxes for 61 Cyg A started in 1967 (Wilson, 

1978); the observations are plotted in Baüunas and Vaughan (1985), Fig. 9. 

Our approximste 12 years of monitoring of this star began in 1981. Unfor- 

tunately, direct cornparisons of our data with the S index results during the 

overlap period (1981 - 1985) are difficult because the S-index data points are 

3û-dy averages, whereas our data contain the fùll rotation scatter. 

We fitted a constant plus sawtooth function to the yearly averages tabu- 

lated for 61 Cyg A in Wilson (1978). The results for the sawtooth hinction, 

given in Table 2.2, show a period that is 2 . 6 ~  dinerent fiom AEWsss.* results 

(Table 2.1). This may be weak evidence that, as with the Sun, the cyde is 

not strictly puiodic. 

It is interesting to compare the internal mors  of each index with the am- 

plitude seen for the long-term periodicity in 61 Cyg A. Vaughan et al. (1978) 

give the mean standard deviation for a single observation for the Wilson 

snrvey as 1.7% and for th& subsequent work with different instrumentation 

as 1.9%. Based on the mean of the < S > values for 61 Cyg A, this gives 

/ Kcs> 0.08. Using the mean internal error of 0.069 nm for 61 Cyg A 

(see Tabk A 4  UAEW-.~  KA^^^.^ = 0.04. Our AEWesd.2 index 

seems more sensitive to changes in ckomospheric activity, at least for this 

star. 

The rotation period of the Sun can be detected in disk-integrated mea- 



Table 2.2: 61 Cyg A: periodic solution for < S > index (1967 - 1977)" 

parameter value c d t s  

sawtooth parameters 
K 0.1144 0.0280 
AT 911.0 260.0 d~ 
T 6546.0b - 370.0 d~ 
P 2278.0 140.0 dy 

surements of the S index (Baliunas et al., 1983b, Fig. 2). Based on the 

behavior of the solar plage regions, we wouid expect amplitude, fkequency, 

and phase modulation of the rotation signal. In the short te.x-m, amplitude 

modulation will be caused by plages forming and dissipating ova  time scales 

of weeks to months. In the long term, amplitude mod dation will be caused 

by variations in the number of plages through the course of the solar cyde 

and from cycle to cycle. F'requency modulation will be caused by differential 

rotation; the mean latitude of sunspots and tbeir associated plage regions 

moves toward the equator during a solar cyde (Zirin, 1988, Fig. 10.2), (Har- 

vey, 1992, Fig. I l ) ,  thus sampling dinerent rotation rates. Erratic phase 

modulation wdl be caused by plage regions forming at different longitudes. 
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However, sunspot formation (and presumably the formation of the associated 

plages) is not a random process; Zirin (1988, p. 305) notes that formation 

of new sunspots is 10 times as probable near the site of old sanspots. This 

leavu some chance that rotation modulation wiIl preserve phase coherence 

over relatively long time sales. 

It appears the expected behavior of the rotation modulation cari be gen- 

eralized hom the solar to the stellar case. For example, HD 190007 (Baliunas 

et al., 1983b, Fig. 1) seems to show amplitude modulation. Ekquency mod- 

ulation is certainly present; Baliunas et al. (1985) have found some stars 

&bit 5 - 20 p u  cent changes in the& measured rotation periods. However, 

significant phase changes were not detected for those stars measured over 

two différent observing seasons (Baüunas et al., 1983b). 

For 61 Cyg A, Baliunas et al. (1983b) established the rotation period 

as 37.9 f 1.0 dy which agrees with our least-squares period of 36.21 days 

(Table 2.1) and the location of the corresponding significant peak in o u  

periodogram (Fig. 2.8a). If our period of 36.21 days is interpreted as the mean 

rotation period, then the large residuals in Fig. 2.7, when compared to o u  

interna1 emrs  (Table AS), might be evidence that one or ali of amplitude, 

Bequency or phase modulation have been occurring. It is interesting that 

these modulations have not been s&cient to completely destroy the rotation 

signal of 61 Cyg A during the course of our 12 years of observations. 

Radial velocity perioàicity: The radial velocity data for 61 Cyg A are 

shown in Fig. 2 of Walkg et al. (1995); they are included in Fig. 2.6 h a e  

dong with the equivalent width indices for consistency. Figure 2.9 shows 



61 Cygni A 

Frequency (dymt) 

Figure 2.9: The weighted periodogram for the changes in the relative radial 
velocities of 61 Cygni A for P 5 40 days. A linear tam has b e n  included 
in the parent fûnction. The 99% (dashed line) and 95% (dotted fine) con- 
fidence levels are indicated. The 37.8-dy period, at a 91% confidence level, 
corresponds to the rotation period for this star. 



the weighted periodogam for RV periods less than 40 days; a linear term 

has been included in the parent hinetion to model the long period, orbital 

motion. The tkee peaks are signXcant at only the 91% confidence level, 

but one of the peaks corresponds to the rotation period of 37.8 days. Since 

the radial velocity variations are derived fkom photospheric lines, this implies 

that the active regions maintain some coherence at lower levels in the s t d a r  

atmosphere. h t h e r  work wLU be needed to model more accvately the 

sawtooth fanction for the andysis of the AEWsm.2 index. Note that the 

periodogram analysis of the A(R - I )  index showed no significant periods. 

The K7 V star 61 Cygni B was also included in the H and K sunrey con- 

ducted at Mount W i n  Observatory (Wilson, 1978; Baliunas and Vaughan, 

1985; Balianas et al., 1995). Table 1 of BaIiunas et al. (1995) lists a period 

of P,, = 11.7 0.4 yr for the solar-type cyde. This cyclic behavior is a p  

parent in their Fig. lg for the years 1967-1992; however, the characteristics 

and perhaps the length of this cyde change aRer 1982. 

The CFHT data vasus time for 61 Cyg B are plotted in Fig. 2.10. The 

spectra have an average continuum signal-to-noise ratio of 1250 per pixel for 

an average 40-45 minute exposure. Our AEWW., index data fkom 1986- 

1993, shown in Fig. 2.10b, resernble the S index data fkom that same tirne 

period; i.e., there is scatter in the data but no overall trend. Whether this 

star is adjusting its cycle period or is entering a stage of low activity is 

unknown. The Sun has an approxhate 80-yr fluctuation in its activity level 

in addition to the Il-yr cyde. 61 Cyg B may be entering such a fluctuation 
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Figure 2.10: The radial velocity data, AE Wsss., index, and A(R - I )  index 
va. time for observations of 61 Cygni B (HR 8086) at the CFHT. A weighted 
mexm bas been snbtracted fiom each data set. The mean interna1 errors are 
shown by the errorbars. 
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61 Cygni B 

48 days 
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Figure 2.11: The weighted periodograms for the 61 Cygni B CFHT data. As 
indicated by the 99% coniidence level (dotted hes ) ,  no significant periods 
are present in these data. Periodic signals are noted in the AEWsaS2 index 
data, 95% confidence level; howevex, none correspond to the 4û-dy rotation 
paiod of this star, noted by the arrows (Bdiunas et al., 1983b). 
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which manifests itself diffkrently than that of the Sun. 

61 Cyg B star was included in the three months of intensive observations 

at the Monnt Whon Observatory for measuring rotation periods. Baliunas 

et al. (1983b) give a rotation period of 48 days (their Table 3). Our CFHT 

observations for 61 Cyg B are too limited to detect this period. The weighted 

periodograms for this star are shown in Fig. 2.11; a lin- term was included 

with the parent function for the RV data to mode1 the long-term orbital mo- 

tion. One notes that there are a few signifiant peaks, 95% confidence level, 

present in the AEWess.Z index, but none of these correspond to the rotation 

paiod. There are no significant periods in either the RV data (dthough 

theze is an uctremely weak signal at approximately the rotation period) or 

A(R - I )  index. 

2.2.2 The K Giants 

Observational evidence for low-amplitude (30 5 K 5 600 m s-') variability 

in the differential velocities of K giants is continuing to grow. Long-term (2 1 

yr) periods have previously ben verified for a Bootis, 7 Cephei, /3 Gemine 

nun, and a Tauri (kwin et al., 1989; Walker et al., 1992; Larson et al., 1993a; 

Hatzes and Cochran, 1993). Other possible long-term variables include a Hy- 

drae and a Arietis (Walker et al., 1989), and Delphini. Of these stars, 

multiple, short-term (= few days) periods in the differential velocities have 

been confirmed for a Boo (Smith et al., 1987; Hatzes and Cochran, 1994a). 

Periods of less thsn one day have been daimed for P Gem (MeMillan et al., 

1994) and /3 Ophiuchi (Hatzes and Cochran, 19948). 

This thesis continues the discussion of the low-amplitude variability of K 



giants. Our discovery of the long-term period for P Geminorum (Larson et al., 

1993a) was made independent of the Hatzes and Cochran (1993, hereaRer 

HC93) study and is discussed first in this section. Our detection of a similar, 

but weak, period in the AEWssa.a index lends support to the rotation hy- 

pothesis, but the derived rotation period then codicts directly with the most 

diable pubüshed value of the v sin i for P Gem. This thesis adds another 

K giant to the variable List: b Sagittarii6. This comparatively little-studied 

star has 293- and 1.98-dy aliased periods in the difkrential radial velocities. 

d Sgr &O has a long-term trend in the radial velocities, AEWmeSz inda,  

and A(R - 1) index which may be related to active regions on the star. We 

review the long-term period detected in a Tau in the context of the lack of 

any corresponding periods in the AEWWJ and A(R - I )  indices. In addi- 

tion, we discuss the new discovery of a 1 .&dy period in the relative radial 

velocities of a Tau; possible short-term periods in the radial velocities of this 

star were previously suggested by HC93. a Tan may &bit variability on 

even short- t h e  scales, and the discussion of a possible - 30-min period 

concludes this section. 

Geminorum 

We obtained the observations for P Gem at the 3.6-m CFHT and at the 1.22- 

m telescope at DAO. Table A.2 lists the results horn the CFHT observations. 

The average continuum signal-to-noise ratio of these spectra is 1400 per pixel. 

The average exposure time was 110 seconds. Table A.3 Lists the RV results 

f?om the DAO observations. The DAO spectra have an average continuum 

=TES work bas b e n  snbmittcd to the Astronomid Journal 
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signal-to-noise ratio of 720 per pixel. The average exposure time was 1760 

seconds. 

Periodogram analyses and non-linear Ieast-squares results: The 

analysis program uses the peaks of the normalized weighted periodogram as 

starting approximations for non-linear, least-squares fits with one (or multi- 

ple) simsoids (kwin et al., 1989, Eqs. (5,13)). We limited our periodogram 

analyses to periods greater than 40 days, which roughly corresponds to the 

minimum rotation period expected fkom the v sin i for t his star (see discussion 

below ) . 
Figures 2.12 and 2.13 show the CFHT and DAO velocities with the best 

least-squares sinnsoidal fit superimposed. Table 2.3 gives the paramet ers of 

this fit where the fitting fuaction is 

and the sinusoid fiuiction is 

2~ 
S(K,  tc, T, P) = K COS[-(ti - T)]. 

P 

~ C F H T  and m ~ o  d o w  for the dinerent velocity zero point S. The le&-squares 

solution is in satidactory agreement with both the CFHT and DAO data. 

As mentioned, HG93 independently determined a similar RV peziodicity. 

We combined the CFHT and DAO radial-velocity data sets and calcu- 

lated the normalized periodogram from the residuals of independently fitted, 

weighted means of these data. Figure 2.14a shows the periodogram for the 

frequency range 0.0-0.025 cycles per day. The power level which corresponds 
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Figure 2.12: Relative radial velocity vs. t h e  for the CFHT observations of 
P Geminotlllll (KR 2990). The b a t  sinusoidal solution (P = 584.65 days, 
see Table 2.3) is shown superimposed. 
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/3 Geminorum - DAO 

Year 

Figure 2.13: Relative radial velouties vs. tirne for the DAO observations 
of p Geminonun (HR 2990). For clarity, two early data points have been 
omitted. The b a t  sinusoidal solution (P = 584.65 days, see Table 2.3) is 
shown superimposed. 



Table 2.3: /3 Geminorum: periodic solution for relative radial velocities 

paramet er value u units 

to the 99% confidence level (kwin et al., 1989) for th is  fkequency range is 

also indicated. 

Although the 585-dy period dominates the periodogram, a number of 

significant periods (2 99% confidence level) are also present which are aliases 

of this period; remoral of the b a t  solution dramatically reduces all other 

p d s  (see Fig. 2.14b). For this hequency range, only one significant period 

at - 44 days remains, a period not present in the original periodogram. This 

44-dy period may have a physical cause or may be an artifact of using an 

over-simplüied sinusoidal model to represent the 585dy periodicity. 

The AE Wsss.> index data (see Fig. 2.15a) show a long-tam trend, which 

we fit with a qaadratic. We add a sinusoid (Eq. 2.8) to model possible 



Figure 2.14: a) Weighted normalized periodograxn of the residuals of the 
CFHT and DAO radid-velocity data fkom independently fitted, weighted 
means. b) Weighted normalized periodogram of the residuals of the CFHT 
and DAO radial-vdocity data from the complete mode1 given in Table 2.3. 
For both a) and b) the power Ievel corresponding to the 99% confidence level 
(dashed line) is indicated. 
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Table 2.4: P Geminonun: quadratic plus periodic solution for AEWess.2 

paramet er value Q unitsa 

a JC r Jdan Century = 36525 days. 

periodicity so that our final fitting fanction is 

where ti is the epoch of observation (JD-2440000), and 

is the epoch of observation rneasured in Julian centuries since 52000. One of 

the best least-squares solutions for AEW8m.2 has a period which coincides 

with that found in the radial velocities; Table 2.4 lists the parameters of the 

fitting h c t i o n  which contains this coincident period. 

The quadratic trend shown in Table 2.4 is statistically signüicant, but 

could be the result of instrument instability. To explore this possibility, 
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Year 

Figure 2.15: a) hEWess.* vs. time for the CFHT observations of /3 Gemi- 
norum. The quadratic fit (Table 2.4) is shown superimposed. b) AEW8a.1 
versus t h e  for the CFHT observations of a Hydrae. 
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we have compared the AEWsssea results for P Gem with those of a Hydrae 

(HR, 3748, K3 II-III), a star which was usudy observed on the same nights 

under the same conditions. The lack of a long-term trend in these data (which 

might, however, show some intrinsic short-term variations, see Fig. 2.15b) 

supports the conclusion that we have detected actual long-term changes in 

the chromosphere of P Gem. 

Although the AEWsss., period of 588 days (Table 2.4) is one of the 

best solutions and is in good agreement with the period found in the RV 

data (Table 2.3), it has a very s m d  amplitude, which is evident in the 

periodograxn of the residuah fiom the quadratic trend (Fig. 2.16). Analysis 

of this periodogram indicates the peaks are aliases of each other; all peaks 

are reduced below the 2.5 power level by snbtracting the 588dy period. 

Furthermore, none of the periodogram peaks would be judged on its own to 

be s igdcan t  at the 99% confidence level for a period search greater than 40 

days. However, the dculation of t his confidence level ignores the coincidence 

between the best peak in the velocity periodogram and the AEWs6B.2 peak 

et 588 days (compare Tables 2.3 and 2.4 and Figs. 2.14a and 2.16). It is well 

known that restricting the range of the period search reduces the confidence 

levels since there is less chance for the periodograms of randomieed data sets 

to have large peaks in the more restricted period range. Of course, one cannot 

pick an arbitrary range around a favorite peak. However, in the p r e ~ n t  case 

where we have independent evidence of a wd-dehed period in the radial 

velocities, it is legitimate to ask the following question: what fraction of the 

periodograms of randomized data sets have higher levels than the observed 

AEWsss.a data in the range of the RV period, f 3~ (574.75 5 P 5 594.55)? 



When we investigate this question, we find t hat the agreement between the 

RV and AE WmS2 periods would occur by chance only 1 out of 100 times. 

Figure 2.17 shows the AE Wsssez residuals fiom the quadratic trend phased 

on the 588-dy period. 

We emphasize that the AEWsss.z amplitude is so srnaIl that the 588-dy 

period is at the detection limit of our observation and reduction methods. For 

example, if we do not apply nui corrections to AEWs66.2 , the peak is shifted 

out of coinudence with the RV peak (which is not signifieantly affected by the 

RV run corrections). However, we note that the simjlarity of the two periods 

in the ru-corrected data cannot be due to the radial velocities iduencing 

measured fkom the same spectra. If that were the case, the large 

changes in the apparent radial velouty due to the Earth's orbital motion 

would result in a large peah in the A E W W . ~  periodogram at one year. There 

is no such peak in the periodogram. 

The periodogrm analysis for the A(R - 1) index shows no significant 

periodicities, even when we narrow the period range to f 30  fkom the RV 

period. In contrast to A E W8ss.t , no significant long-term trends were found 

in the A(R - 1) data; these data are not shown here. 

We ran numerid simulations to determine an approximate apper limit 

dowed by our data for the amplitude of a possible A(R - 1) signal having 

the RV period. By adding sinusoids of va.ryi~g amplitude but with phase and 

period identical to the RV solution given in Table 2.3, we determined that 

an amplitude of 0.002 in A(R - 1) corresponds to a 99% confidence level for 

the narrow period range of f 30 fkom the RV period. We condude that any 

A(R - I )  variation at the RV period with an amplitude greatez than 0.002 
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- 
588 days - 

Figure 2.16: Weighted nomalized periodogram of the residuals of the 
P Geminomn AEWM.2 data fiom the qnadratic fit (Table 2.4). The power 
level corresponding to the 99% confidence level for the fidl period range has 
b e n  shown by a dashed lhe. The power level corresponding to a 99% con- 
fidence l e 4  for the narrow period range, 574.85 < P 5 594.55, is indicated 
by the arrow. 



f l  Geminorum 

Phase 

Figure 2.17: The residaah of AEWrn.2 data of P Geminorum from the 
quadratic fit (Table 2.4) folded on the 58û-dy period. 



mag would probably have been detected by our technique. 

Discussion: 1s the quadratic trend in the AEWass., index due to a long- 

tenn chromospheric emission cyde? The time scale of the secular change in 

the chromospheric emission level of B Gem is consistent with the approximate 

20-year magnetic cyde ucpected for giants (Hall, 1990, Table 2). Although 

the presence of solar-type cydes in the chromospheric emission level of dwarf 

stars has long been recognized (Baliunas and Vaughan, l985), it has only 

been recently that these variations have been detected in higher luminosity 

classes. Dravins et al. (1993) studied the Mg II h and k emission in the 

G2 subgiônt @ Hydri (AR 98). The chromospheric variability in this star 

suggests the presence of a solar-type cyde with a periodicity in the range 

of 1518 years. Preliminary evidence for long-term chromospheric emission 

cydes in giant stars  (Baliunas et al., 1983a) was confirmed through a seven- 

year obsenrational program of the four KO Hyades giants (Saar and Balimas, 

1992, Fig. 20). In addition, Baliunas et al. (1991) have detected long-tenn 

variations in t k e e  of the giants in the Praesepe cluster. It WU take at least 

another decade of observations to discover whether the long-tum changes we 

s e  in the AEWsss.a index for P Gem are indeed cyclic. 

1s the periodicity in the RV data and AEWassm2 index due to rotation 

modulation? We have used the parallax, angalas diametes, and v sin i of 

p Gem to derive the s t e b  radius and the maximum predicted rotation 

period (Table 2.5). The stellar radius was obtained fiom the parallax (van 

Altena et al., 1991) and limb-darkened angaiar diameter (Di Benedetto and 

Rabbia, 1987). Rom v sin i = 2.5 km s-' (Gray, 1982), the upper limit of 
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Table 2.5: /3 Geminorum: stellar properties needed to derive rotation period 

quantity d u e  units notes 

?r 0.0969 * 0.0039 arcsec 1 
4 7.90 & 0.31 mas 2 
v sin i 2.5 km s" 3 
RI& 8.8 & 0.5 4 
Pm, 178 d~ 5 

'1 van Altena et al. (1991) 
2, Di Benedetto and Rabbia (1987) 
3, Gray (1982); reliability of this value discussed in the text 

Denved from 4 and r 
Pm.. = 2nR/(v sin i ) ;  reliability of this value discussed in the text 

the rotation period is 

P,, = 2 n R / ( v s i n i )  = 178 dy. 

An approximate lower E t  of 

can be derived from probability arguments based on the distribution of ran- 

domly oriented inclinations; rotation periods less than 40 days should oc- 

cur for only 2.5% of a random sample of stars with the @ Gem radius and 

v sin i = 2.5 km s-l. 

If the 585dy RV period and the similar AEWm.2 period are due to ru- 

tation modulation, then they are inconsistent with P,, inferred firom Gray's 
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(1982) value of v sin i for P Gem. (If the hypothesized s d a c e  phenornenon 

has a periodic pattern in longitude, then rotation modulation would lead to 

observed periods which are shorta than the actual rotation period; this would 

make the inconsistency with P,, and v sin i even worse.) The disagreement 

would be resolved if the actad v sin i value were less than 0.76 km s". We 

note that Smith and Dominy (1979) have derived u sini = 0.8 f 1.0 km s-' 

for Gem, but we feel Gray's value is more reliable because his resdt is 

based on more lines in spectra with higher signal-to-noise ratios. In addi- 

tion, the reliability of Gray's v sin i values has been codrmed for other stars. 

For example, Campbell and Garrison (1985, Table 1) have found good sta- 

tistical agreement between rotation periods d d v e d  from v sin i values and 

those measured through rotation modulation of Ca II H and K emission. Fur- 

thermore, none of the infêrred sini values significantly exceed unity. These 

comparisons were for dwarf stars. Additional confirmation of the reliability 

of Gray's v sin i values has been obtained for two Hyades giants. Saar and 

Baliunas (1992) note an approximate S-index rotation period of 120 days for 

9' Tauri (HR 1411 ) and 7 Tauri (HR 1346). We used a Hyades distance 

modulus of 3.35 (Peterson and Solensky, 1988), and the Barnes-Evans re- 

lationships (Barnes et al., 1978; Di Benedetto and Rabbia, 1987) to derive 

radii and P,, values. Rom u sin i = 3.4 km s'l for d1 Tau and v sin i = 2.4 

km s-L foi 7 Tau (Gray, 1982), we obtain P,, = 175 and 275 days, respec- 

tively. These values are consistent with the 120-dy rotation periods measured 

for these stars. Thus, there is no evidence that Gray has overestimated the 

v sin i values by the factor of three reqnired to reconcile P,, with the 585-dy 

RV period and similar AEWsss.* period observed for P Gem. 



CHAPTER 2. PRV, A E Wa6e3, A(R - 1) 61 

Consideration of 7 Cephei results provides only a slight additional con- 

straint on the rotation modalation hypothesis. Because 7 Cep has an even 

longer period than P Gem, expl-g this paiod by rotation modulation 

demands that the v sini must be less than 0.3 km s-' (Walker et al., 1992). 

Unfortunately, only an upper lllnit of 0.8 km s-' has been obtained for v sin i 

(Gray and Nagar, 1985) so we have no direct evidence ruling out the rota- 

tion modulation hypothesis for this star. The AEWSs6.2 index is sensitive 

to conditions in the chromosphere (see Sec. 2.1.2), while the radial veloci- 

ties (which exdude the 866.2 n m  line) are derived from much weaker lines 

which are sensitive to conditions doser to the photosphere. For 7 Cep we 

find Kasw,663/Kw = 0.0034 pm/m s-' (Walker et al., 1992), while in the 

present work for f l  Gem, KAE~,,,/K~~ = 0.0013 pm/m s-'. This diffa- 

ence would argue against one coherent mechanism to explain the periods 

observed in these two stars of similm spectral type. However, this does not 

argue strongly against the rotation modulation hypothesis; each star could 

have independent chromospheric and p hotosp heric activit y w hich is b&g 

modulated by rotation. 

Rotation or revolution?: With o u  present data, the rotation versus 

revolution question cannot be resolved for P Gem. There are at least two 

possible interpretations of the periods discussed above. 1) If the observed 

v sin i value can be revised 6rom 2.5 km s-' (Gray, 1982) to less t han 0.76 

km se', then the RV and AEWaes.2 periods we find are probably best inter- 

preted as rotation modulation of (possibly independent) photospheric and 

chromospheric phenornena. 2) Alternatively, if the currently observed v sin i 
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is reliable, we could explain the RV period and amplitude as evidence that a 

Iow-mass cornpanion (M2 sin i = 2.5 Jupiter masses, if we assume a circular 

orbit) is revolving around the /3 Gem primary (with an assumed mass of 1.6 

Mo) at a distance of 1.6 AU. Bowever, in this case of a reliable v sin i, we 

must fmd some non-rotation mechanism to explain the AEWsss.2 period. 

6 Sagittarii 

Because of its southerly dedination, 6 Sagittarii has not been intensely stud- 

ied. As fat as we know, the radial velocity of 6 Sgr has been monitored on 

a long-term basis only by out program7 and that of Murdoch et al. (1993, 

haeafter MHC93). O u  CFHT observations for b Sgr are listed in Table A.4 

and shown in Fig. 2.18. The average exposute t h e  for the CFHT observa- 

tions was 360 seconds; the average continuum signal-to-noise ratio is 1355 per 

pixel. The &yr gap in the data is due to our temporarily dropping this star 

f h n  our target list. M e r  signifi-t periodicity in the digerential radial ve- 

locities of 6 Sgc was discovered while we w a e  examining the variability of aIl 

of the giants in the HF program (Larson et al., 1993c), the star was retunied 

to the target list at the CFHT and observed over shorter t h e  intenmls there 

and at the DAO. The DAO observations for 6 Sg are listed in Table A.5 and 

shown in Fig. 2.19. The average exposure tirne for these observations was 

2400 seconds; the spectra have an average continuum signal-tenoise ratio 

of 320 per pixel. The f la mean interna1 aror for each data type is also 

shown in Figs. 2.18 and 2.19. In addition to the periodic variability found 

in the differential radial velocities of 6 Sgr, the CFHT data also show sig- 

?This work has ben sabmittcd to the Astronomid J o m d  



nificant, > 12-yr linear trends in the radial velocity, the A E  WeseS2 index of 

the Ca II 866.2 nm core emission (described above) and the A(R - 1) index 

(Bohlender et al., 1992). Note that we have arbitrarily shifted the linear 

trend derived fiom the RV data of CFHT to match the DAO data shown in 

Fig.2.19 for cornparison purposes. We discuss the linear trends first. 

Linear trends: There are distinct finear trends in the RV data and the 

AEW866.2 and A(R - I )  indices fkom the CFHT observations. The slopes of 

these trends, shom by the dotted lines in Fig. 2.18, are quantified by the 

second column, S, in Table 2.6. Using Eq. (6.3.11) of Press et al. (1986), we 

calcdated the f&e alarm probabilities, FAP, for the F statistic, comparing 

the susn of squares of the residuah for a mode1 with no slope and one with 

a dope determined by a least-squares fit. The last column of Table 2.6 

shows that ail of the trends are signifiant, although marginally so for the 

A(R - I )  index. 

The source of these long term trends is undear. The correlations may 

represent one coherent mechanism, or, indeed, each slope may have a diger- 

ent physical cause. In the next paragraphs, we discuss two scenarios which 

support a single rnechanism, as well as the possibility for independent mech- 

anisrns. 

One possibility which is consistent with all three trends is a generd 

inaease in the number and/or size of active regions, if, like very young stars, 

d Sgr fiinneIs this activity primarily into dark spots or spot goups rather than 

facalae or the brighta, more extensive plages (Radick et al., 1990, hereafter 

EUBSO). The S u .  changes luminosity during its activity cycle, becoming 
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6 Sagittarii - CFHT 

Year 

Figue 2.18: The data fiom CFHT observations vs. time for 6 Sagit tarii (HR 
6859). The details of the linear trends, derived fkom a least-squares fit to 
each data set, are given in Table 2.6. The f 10 mean intemal error is shown 
for each data type. 
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6 Sagittat-ii - DAO 

Year 

Figure 2.19: The data &om DAO observations vs. time for d Sagittarii (HR 
6859). The linear trend is derived fkom the CFEIT RV data and shifted to 
match the DAO data. The f la mean =or is given by the error bar. 



Table 2.6: d Sagittarii: CFHT data linear trends and F-test results 

data S units Y FI, FAPa 

False alarm probabiüty (Press et al., 1986) 
3C r J u b a  Century = 36525 days 

brighter as activity increases. Like the Sun, other middle-aged dwarfs show 

a correlation between the increase in the chromospheric activity, luminosity, 

and effective temperatare (Gray and Baliunas, 1995, and refêrences therein). 

However, extensive monitoring of the Ca II H and K lines in young, active 

stars has shown that, unlike the solar-type stars, the young dwarfs becorne 

less Inminous and cooler as their chroxnosphaic activity inaeases (RLBSO, 

Figs. 4 and 5). If we are observhg growing regions of star spots on 6 Sgr, our 

data imply that these regions have a lowv temperature, thus a low plage- 

to-spot ratio. ki general, we expect to see changes in the differential radial 

velouties due to the line asymmetries caused by krge, dark spots as the 

absorption profile samples different depths and therefore different velocity 

fields. More long-tenu monitoring of the chromospheric activity in a much 

large sample of K giants is needed for a betta mderstanding of how the 

magnetic activity in these stars manif'ts itself. 
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Another possibility which argues for one, cohuent mechanism is that 

we are detecting a deaease in the integrated convective blueshift and thus a 

corresponding decrease in temperat ure, wit h the A E W8(ur,z index res ponding, 

in step, to some nonradiative heating mechanism. The convective blueshift of 

a h e  profile reflects the fact that the rising convective elernents are hot and 

the sinking elements are cool. Thus, even a smaU change in the temperature 

of the &hg elements would look like a redshift in the differential radial 

velocities. 

Observationdy, there are ways to distinguish between these two scenar- 

ios. Spectrum synthesis may be used to modd fiactionai coverage of the star 

as one searches for and measmes features that would be prodaced only in 

star spots. For example, Ti0 bands can be used as a feature in the stars 

with Tetr 2 4325 (Nd et al., 1995). We are examining this possibility for 

6 Sgr. One wodd expect, to f i s t  order, that the efFects of the radial velocity 

fields of the large, dark spots are wavelength independent; on the other hand, 

the intensity contrast between the rising and falling elements of the convec- 

tion granules would be geater  in the blue. The MHC93 observations were 

centered arotmd 520 nm; a plot of the data given in theh Table 1 shows a 

steeper dope than out data, giving some snpport to the convective blueshift 

hypo t hesis (but sce discussion bdow) . 
Alternativdy, the slope in the the radial velocity may be due to  a low 

mass cornpanion, or unknown surface feature, and those in the A E  Wses.2 and 

A(R - 1) indices to different, intrinsic features. Based on our review of other 

stars in our CFHT sarnple, we do not believe the slopes are due to instru- 

mental drift (cf. Fig. 2.3). While we note a correlation between changes 
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in the radial velocity and the AEW8@-? index for 7 Cep and the G5 dwarf 

rcl Ceti (Walker et al., 1992; Walker et al., 1995), other stars show no cor- 

relation. These results underscore the possibility that a number of different 

mechanisms may be contributhg to the variability in these stars. 

The slope in the data fkom the MHC93 observations of 6 Sgr is significant 

(see their Table 3, c o l m  6). We used the F test to compare the fit of their 

data constrained to our dope and a mode1 having a slope derived from a 

least-squares fit to their data. The fdse alarm probability from this test was 

an inconclusive 0.045. Because of the limited number of observations (the 

MHC93 data span only 2 years) and the large scatter in theh data, they list 

this star  only as a "possiblen variable. We have not u~ed these data in the 

analysis which follows. 

Periodogram and non-linear least-squares analyses: We combined 

the CFHT and DAO radial velocity data of d Sgr and used the correlated 

periodogtam ( W d e r  et al., 1995, Appendix) to identify significant periods, 

defined as being 2 99% confidence level, within the fkequency range 0.9 days 

to 10 yurrs. The pzirent hct ion ,  the parameters of which are allowed to 

adjast under the correlated method, consisted of independent means for the 

CFHT and the DAO data plus a linear trend. 

AIthough there ate a number of periods in the data which satisS our 

99% confidence level criterion, we identify and discuss only the periods cor- 

responding to the two strongest peaks in the paiodogam, Le., those at 1.98 

and 293 days. We have marked these taro periods in Fig. 2.20 where we 

show the correlated periodogram for fkequencies 5 0.555 dy-'. (Note that 
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Figure 2.20: The comelated periodogram of the relative radial velocities for 
d SagittarG for periods betweui 10 years and 1.8 days. The two most signiî- 
icant periods greater than - 1 day are marked. The dotted line corresponds 
to the 99% confidence level. For display pnrposes, we have urduded values 
of the periodogram < 3.5. 



sidereal or synodic aliashg of our data produced two very significant peaks 

at fiequencies of - 1 day, but t h a e  are no other peaks stronger than the 

1.98- and 293-dy periods indicated in Fig. 2.20.) We have established that 

the 1.98- and 295dy RV periods are aliases of each other: removing either 

period from the data significantly reduces the periodogram peak at the other 

period. Thus, based on this analysis alone, we cannot determine which is 

the true period; 6 Sgr was not observed extensively enough over short time 

intervals to confkm or dismiss the 1.98-dy period. 

Once we narrowed the period search under the periodogram analysis, we 

used a non-linear, least squares fit (M et al., 1992, Eqs. (5, 13)), with 

a slope and a single sinusoid to model possible periodicity so that our final 

fitting fonction is 

where ti = JD - 2440000. We list periodic solutions for both the 1.98- 

and 293-dy periods in Table 2.7 with the formal least-squares error for each 

quantity. Figure 2.21 shows the residuals folded on the exact 1.9838- and the 

293.11-dy periods. 

For two other K giants, 7 Cephei (Walker et al., 1992) and P Geminorum 

(discussed above), we found similar periods in the RV and A E Wsss.a data for 

each star, which lends support to rotation modulation of the radial velocities 

(although the case for /3 Gem is less certain). W e  cannot use these indices in 

the case of d Sgr. Since t h a e  are fewer observations for b Sg, and the numba 

of data for the AEWw.l and A(R - I )  indices is even smaller because of 
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Table 2.7: d Sagittarü: relative radial velocity sinusoidal solutions" 

parameter value Q unit s 

a The periods are aliases of each 0th- (see text) 
JC = Julian Century = 36525 days 
JD -2 440 000 
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Figure 2.21: The CFHT and DAO data (individual weighted means sub- 
tracted) for d Sagittarii folded on the best-fitting, short- and long-term, 
aliased periods (see Table 2.7). 
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the elimination of the DAO data due to fringhg and fixed-pattern noise 

in the spectra, the aliasing of the data becomes more severe. We examined 

the periodograms for the AEWsss.r and A(R - 1) indices specifically around 

the 1.9s and 293-dy aliases detected in the RV data, and did not find any 

coincident periods. 

Period constraints based on stellar parameters: Can we constrain the 

aliased periods found in the diaerentid velocities of 6 Sgr based upon stellar 

parameters (Table 2.8)? The mos t uncertain, measureable quant it y lis t ed in 

Table 2.8 is the trigonometrie pardax. The Catalogue of Stars within 25 

Parsecs of the Sun (Woolley et al., 1970) lists the pardax as 0.045 (probable 

error 0.0 11); the on-line Yale University O bservatory pardax catalogue (van 

Altena et al., 1991) gives a smder value of 0.0189 (standard error 0.0075), 

a 1.6~ diffaence. The lower, more recent pardan value implies an absolute 

magnitude A& of -0.9, which we adopt. This is luminous for a K2.5 III 

giant [average M, = 0.4 (Allen, 1973)], bat not inconsistent with the bright 

@nt (ma) luminosity classification for d Sgr. Warner (1969) gives a value 

of M,, = -0.9 determined from measures of K-line emission widths. If we 

correct Wilson's (1976) &(K) valne to a Hyades distance modulus of 3.35 

(Peterson and Solensky, 1988), we get M, = -1.45, in fair agreement with 

our adopted value. We did not find a measnted v sin i value for 6 Sgr and thos 

extrapolated the relationship given in Eq. (17.6) of Gray (1992) to derive the 

equatorial velocity and rotation period. Given the uncertaintics in the stellar 

parameters listed in Table 2.8, neither the 1.9% nor the 293-dy pexîod may 

be favored over the other. 
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Table 2.8: d Sagittarii: stdar properties needed to derive fundamental and 
rotation periods 

paramet er value unit s wicertainty refer ence 

M@ 
mas 

Ro 
dy 
dy 

km s-' 
dr 

derived 
6 

derived 
7 

derived 

'van Altena et al. (1991) 
'Bohlender et al. (1992) 
3B.C. from Gustafsson and Bell (1979) 
'Jndge and Stencd (l991), Fig. 1 
'Di Benedetto and Rabbia (1987) 
'Cox et al. (1972) 
7Gray (1992), see text 



Lf the 1.98-dy period is the true period, then radial or nonradial [t = 

0, l > O for the spherical harmonies qm(d,  4)] acoustic pulsation could ac- 

connt for the periodicity. To derive the radial pulsation constant, we used 

the anpincal relationships given in Cox, King and Stellingwerf (1972), for- 

mulae which are applicable only to stars with radiative envelopes. Table 2.8 

Iists the derived fimdarcental period of & = 7.3 days. Since the presence of 

convection will tend to inaease the calculated periods, it is not likely that 

the U&dy period is the fundamental mode, but the period could conceiv- 

ably be a modest overtone. Hatzes and Cochrii~l (1994b) discuss the large 

nncertainties which regult fiom extrapohting the work of Ando (1976) for 

nonradial pulsations in ktctype stars to d u e s  of 1 < L 5 4. Given the 

added mcertainty in the parallax for 6 Sgr, we believe it is premature to do 

a similar extrapolation for this star. 

If the 293-dy period is the true period, the periodicity might be due to 

nonradial g-modes, to rotation modulation of inttinsic featnres, or to a low- 

mass cornpanion. In general, g-modes have periods which are much longer 

than the radial fundamental mode; the 293-dy period would correspond to 

the expected g-mode eigenfrequency of radial order n 40, if the degree is 

low (i.e., n >> L). We will be investigating instabilities against such high 

modes in red-giant stars. As mentioned above, for the case of 7 Cep and more 

weakly for P Gem, similar periods in the RV data and A E W886.2 indices sug- 

gest rotation moduiation of the radial velocity due to intrinsic features. W e  

are not able to establish or eliminate rotation modulation for 6 Sgr becsuse 

aliasing in the equivalent width indices (due to the much smaller numba 

of data) masks any sigdicant periods. The lack of a measured u sin i value 
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also hinders our analysis here. As Table 2.8 shows, we have not estimated 

a formal error for the equatorial velocity or the rotation period. For giants 

between spectral type G3 and K2, Gray (1992) argues for a single-valaed 

relationship between rotation and spectral type. The statistical fluctuations 

in this rdationship are probably dorninated by the sini distribution, with 

errors &O present in the v sini measurements of the stars he used and in 

the spectral dassifications. Thus, although we list 850 days as the rotation 

period, the 293-dy ptiiod may be the actual period or a fraction of it. Alter- 

natively, the 293-dy period could also be explained by a low-mass companion 

with Ma sini = 4 Jupiter masses (assuming a circular orbit) at a semi-major 

axis of .v 1.1 AU'S. 

With over 500 rekences to this star in the SIMBAD database, a Tauri has 

been the target of numerous observational and theoretical programi. Al- 

though the Bright Star Catalogue (Hoffleit and Warren, 1991) lists it as a 

spectroscopic binary, there is no evidence of a stellar companion in the dif- 

ferential radial velocities. The low-amplitude RV variability of a Tau (which 

is much too s m d  to have been detected before precise RV techniques were 

used) was first mentioned in Walker et al. (l989), and discussed subsequently 

by Hatzes and Cochrm (1993, HC93). This star has been mentioned as an 

irregular photometnc variable; howevet, Krisciunas (1992) found no evidence 

of this. 

a Tan was observed at both the CFHT and the DAO. The CFHT obser- 

vations are Iisted in Table A.6 and shown in Fig. 2.22; only a subsample of 
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Figure 2.22: The CFHT data vs. time for a Tanri (HR. 14%). The 1981 data 
inclade a snbset of the time series observations. The mean interd errors 
are shown by the f lu error bars. 
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a Tauri - CFHT Time Series 

Figure 2.23: The 1981 CFHT time series data vs. tirne for the two nights of 
observations for a Tauri (EIR 1475). The mean interria error is given by the 
f lo errorbars. The abmpt change seen in the A(R - 1) index on the second 
night is discussed in the text. 
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a Tauri - DAO 

1 992.045 1 992.05 1 992.055 1992.06 1 992.065 
Year 

Figure 2.24: The DAO radial velocity data vs. tirne for a Tauri (HFt 1475) 
for a) the complete data set and b) the time series fiom January 1992. The 
mean internal mors of a) 21.4 m s-' and b) 15.6 rn s-l are shown by the 
respective f lu error bars. 
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the time series fkom 1981 is given in Table A.6 and Fig. 2.22. The complete 

1981 CFHT times series data are listed in Table A.7 and shown in Pig. 2.23. 

The typical exposure time for the CFHT observations is 1-2 minutes; the 

continuum signal-to-noise ratio is approximately 1400 per pixel. The DAO 

observetions are listed in Table A-8, with nightly means given for the Jan- 

uary, 1992 time series data. The 1992 time-series data are listed in Table A.9. 

Figare 2.24a shows all of the DAO data (Tables A.8 and A.9); Fig. 2.24b ex- 

pands the DAO t h e  series of January, 1992. The exposure times for the 

DAO observations range fiom 4 minutes to over 30 minutes; the continuum 

signal-to-noise ratio ranges from 150 to over 1600 per pixel. Tables A.6 and 

A.8 contain the data used in the periodogram analysis for periods greater 

than 100 days. In addition, for the Iong-term analysis, 1 induded the HC93 

data which were kindly provided by Dr. Hatzes. Tables A.7 and A.9 were 

used for the respective tirneseries pesiodograms. 

a Tau shows RV variability on t kee  levels: long-term (10 yr > P 2 

100 dy), short-term (- few days), and very short-term ( C C  1 dy). The 

discussion in this section stsr ts  with analysis of the periodograms for the 

long-term period. This discussion is followed by the periodogram resdts of 

the DAO time-s&s observations from January, 1992, and an analysis of the 

CFHT timc-series observations fiom January, 1981. 

Long-term periodogram analysis and non-linear Ieast-squares re- 

sults: Figure 2.25 shows the weighted periodograms for the AEWsssa2 and 

A(R - I )  indices fkom the CFHT observations and the combined CFHT + 
DAO + HC93 radial velocity data. The parent functions are weighted means 
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for each data set. The dashed lines give the periodogram value correspond- 

ing to the 99% confidence level. Normdy, one would not want to compare 

periodograms calcnlated using different data sets (i.e., CFHT AEWWm2 or 

A(R - 1) index data versus CFHT + DAO + HC93 RV data) because alias- 

ing will be diff'ent in each type of data. The periodogram for the CFHT 

RV data alone (not illastrated here) is similar to that of the combined set 

except that the periodogram value of the 64û-dy period is reduced in the 

periodogram of the CFHT data to the same level as the next longest period. 

Combining the data reduces the aliasing and emphasizes the 648-dy period. 

The HC93 data were obtained using different instruments. The error in each 

measmement was quoted as being between 7 m s-' and about 20 m s-'; 1 

have ossumed a mean interna1 error of 15 m s-' for alI HC93 observations as 

no individual mors  were derived. 

Rom Fig. 2.25 it is obvious that there are no coincident periods at 648 

days in either the A E  WWs2 or A(R - I )  index. Except for a marginal signal 

at - 241 days in the A(R - 1) index, there =are no significaat long-term 

periods (> 100 days) in these indices. The dotted line in Fig. 2.25 is the 

periodogram of the RV data d'ter the 648-dy period was removed. Except 

for the peak corresponding to a penod of - 1000 days, aJl other sigdicant 

peaks are aliases of the 648-dy period. The 1000-dy period msy be r d  or an 

artifact of the run-corrections; the period is not present in the HC93 data. 

We fonowed the usual practice of using these periodogram resdts to 

search for sinusoïdal solutions under a non-linear least-squares analysis. The 

best long-term RV periodic solution, derived from the combined RV data set, 

is given in Table 2.9; Fig. 2.26 shows these data phased on this solution. The 



Figure 2.25: The weighted periodogrms for a Tauri for 10 yr 2 P > 100 
dy. The dashed lines indicate the 99% confidence level. The dotted Ge in 
the RV periodogram represents the weighted periodogram &er the 64Bdy 
period was removed fkom the data and shows that all of the siguikant peaks 
are aliases of the 64û-dy period except for one at - 1000 days. 
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Figure 2.26: The relative radial velocities of a Tauri from observations ob- 
tained at the CFHT (Med cïrdes), at the DAO (open squares) and by HC93 
(stars) phased on a period of 647.93 days. For the CFHT and DAO data, 
the a m  of each data point is inversely proportional to the square of the 
intemal aror estimate for that point. Most of the scatter seen mid-phase in 
the AC93 data occurred over a short t h e  period. 



Table 2.9: a Tami: long-term radial velouty periodic solution 

parameter d u e  u unit s 

large seatter at mid-phase, which occurs mostly in the HC93 data (and over 

a short observation period), probably reflects a short-lived variability. This 

phase diagram exemplifies the difEculty of interpreting these data because 

short-term variability creates an added source of noise. 

Table 2.10 lists the stellar properties needed to derive the pesods for 

the fiindamental pulsation and the rotation periods. This star has an ac- 

curate parallax and a measured anpniar diameter and v sini. The 648-dy 

period is well within the mors  of the predicted rotation period and below 

the maximum rotation period of Pm, = 2nR/(v sin i) 900 days. 

The underlying physical mechanism for the long-term period is not known, 

except that radial pulsation can be d e d  out. If the radial velocities are be- 

ing modulated by some sudace phenomena, then these phenomena are such 

that either the chromosphere is not affected, or very weakly so, or any long- 
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Table 2.10: o T d :  stellar properties needed to derive fundamental and 
rotation periods 

quantity value Q units notes 

7r 0.0479 0.0035 arcsec 
4 20.21 0.30 mas 
R 45 3 Ro 

v sin i 2.7 0.2 km s-' 

v, 3.4 1.2 km s-l 
PLt 668 235 

+O.? 
dy 

/ M  2.2 -0.3 M o  

l van Altena et al. (1991) 
Di Benedetto and Rabbia (1987) 
derived 
Smith and Dominy (1979) 
V.p = (4/7r)vsini 
Judge and Stemel (1991) 

tenn periodic signal which may be present escapes deteetion due to multiple 

phase shifts, dissipation of the radiative/nonradiative energy before the chro- 

mospheric layer is reached, or some other cause. The possibility for g-modes 

in giant stars was discussed with d Sgr. The long-term solution for a Tau 

could be explained by an 11.4 Jupiter-mass planet at a distance of 2 AU from 

the star (HC93). 



The 1.84-dy Perio d: Short-term radial vdocity variations have been sus- 

pected for a Tau since the discussion in Walker et al. (1989); however, until 

the time-series observations at the DAO in 1992, there was not snfncient mon- 

itoring to determine if this variability was periodic. Figure 2.24b shows the 

observations fiom the six nights of observing in January 1992. Exposures 

for the time series were t y p i d y  between 15 and 20 minutes; the average 

signal-to-noise in the continuum is 1320 per pixel. For two of the nights the 

observations spanned approximately 8 hours. This type of time coverage is 

ideal for finding periods of order 2-3 days, and as the weighted periodogram 

(Fig. 2.27) shows, a signifiant period of 1.84 days was detected, the-only 

real period present in the data. The periods at 2.23 and 0.643 days are the 

sidereal aliases of this period; the 3.16-dy period results fiom the 4dy  gap in 

the observations. If 1 include ail of the DAO data in the periodogram analy- 

sis, the resdts do not change significantly. Additional aliasing is created by 

the added gaps in the data when all of the DAO data are used, and the power 

in the 1.84dy period is reduced, but the detection remains above the 99% 

confidence level. 1 used a mean as the parent function for the periodogram; 

note, however, that the parent fnnction could be rnodeled by either a mean 

or a first- or second-orda polynomid. The overall conclusions made here do 

not depend upon which function was chosen. 

Figure 2.28 shows the data phased on'the short-term period &en in 

Table 2.11. The high data points at zerephase reflect sporadic, short-term 

variability not unusad for this star. This increase in the RV could be anal- 

ogoris to a similm shiR seen in the HC93 data (see Fig. 2.26). 

The extemal errors of the DAO observations have been estimated as 
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Table 2.11: a Tauri: short-term radial velocity periodic solution 

parame t er value n units 

being - 40 m s-', larger than the amplitude of 32 rn s-' for this period 

(see Table 2.11). Howeva, we expect any systematic mors in the DAO 

data to be much smaller than 40 m s-' daring any single run where t h e  

are no instrument changes or realignment problems. There is no evidence 

that we have seriously underestimated our interna mors; the mean intenial 

error for the t h e  series data is 15.6 rn s-' compared to the mean interna1 

uror  of 21.4 m s-' for d of the DAO data. During this observing run, the 

observations of a Tau varied in Iength, the sarnpling in t h e  differed, and the 

star was observed for two nights throagh a large change in air mas. Thus, 

especially given the significance of the detection, it seems rrnlikely that the 

1.84dy period is a spurious period. As discussed below, the analysis of the 

periodicities and scatter found in the relative radial velocities of this star is 

complicated by the fact that variability of order 30-40 m s-' (see Fig. 2.28 

and 2.30) is observed over periods of less than one day. 
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Frequency (dy-') 

Figure 2.27: The weighted periodogram for the 1992 t h e  series of the relative 
radial velocities of a Tauri for 10 dy 2 P 2 0.25 dy. The dashed line 
represents the 99% confidence level. The periods at 2.23 and 0.643 days are 
sidereal aliases of the 1.84-dy peak; the peak at 3.16-dy results fiom the 4-dy 
gap in the data. 



a Tauri - DAO Radial Velocity Tirne Series 

Figure 2.28: The DAO relative radial veloke time series data for a Tauri 
phased on the 1.835û-dy period. The mean intemal error of f 15.6 m s-' is 
shown by f 10 -or bar. The area of each data point is inversely proportional 
to the square of the interna1 error estimate for that point. 



There may be any number of driving mechanisms for the short-term 

period. The overd  status of radial and nonradial pulsation in giants was 

covered in the discussion for d Sg. We discuss here the recent theoretical 

and empirical work on granulation-driven acoustic modes and the periods 

expected for the fundamental and overtone modes for the radial pulsation in 

a Tau. 

Scaling Schwarzschild's (1975) work on convective elements of red giants, 

Judge and Cuntz (1993, hereafter JC93) predicted that a Tau should have 

- about 500 s d a c e  granules. They combined this estimate with a fudamental 

treatment of convection theory and introduced pettutbations having difhent 

wave properties (Table 2, JC93). Although their models were not particularly 

successfd in reproducing the line profle of the C II] (semi-forbidden) line, 

they predicted, for o p t i d y  thin hes ,  that if the chromosphere of at Tau were 

heated by granulation-driven acoustic waves then time series observations 

shodd show peak power at fkequencies corresponding to periods of 2-3 days. 

Carlsson and Stein (1992) investigated the vertical propagation of acous- 

tic waves in a solar-type atmosphere and the role acoustic shocks play in pro- 

file changes of the Ca II K line. They h d  a steepeniag of small-amplitude 

waves, an increase in the velocity amplitude as the waves propagate upward, 

and eventudy the formation of shocks. They predict that both short- and 

long-puiod waves may produce these shocks. The shocks wiU be separated 

by the acoustic cutoff period, P, = 2c/yg, where c is the sound velocity, 

7 the ratio of the specific heats of gas, and g the gravitational acceleration 

(Unno et al., 1979, Eq. (9.4)). In the case of a Tau, this cutoff period is 

approximately four days at the top of the convection zone (JC93), of the 



same order as the period we detect. 

Additional theoretical work is needed to follow the granulation-driven 

acoastic modes as they propagate from the photosphere through the lower 

chromosphere. This work should specifically address the efEect these acoustic 

modes will have on the core flux of the Ca II infkared triplet lines. The follow- 

ing hypotheses need to be examined for a red giant atmosphere. 1) Waves 

produced in the lower atmosphere layers undergo changes as they propa- 

gate outwards. Some waves may coalesce and form waves or shocks having 

diifferent periods; thus periods detected from observations of photospheric 

lines (radial velocit ies) d l  differ fiom observations of chromos pheric lines 

(AEWsssl index). 2) Some waves survive and form shocks in the upper at- 

mosphere; a phase shifZ will be detected which reflects the propagation tirne. 

3) Some waves may undergo destructive interference and not propagate at 

all; periods will be detected in the radial velocities, but not in chromospheric 

lines. Extensive observations, over a number of nuis of - 1 week each, of 

photospheric and chromospheric lines (preferably simultaneous observations) 

will help constrain the models and &O give information concerning the time 

s d e s  for coherence of these acoustic shocks. This work should begin as soon 

as possible. 

The 1.84-dy RV period may reflect radial pulsation in a Tau. Although 

new calcdations are needed for the pulsation constants for late-type giants, 

one can obtain a rough estimate of the period of the hindamental and first 

and second harmonies from the relationships given in Cox et al. (1972). These 

periods are shown in Fig. 2.29 for the mass and radius ranges applicable to 

a Tau. One notes from Fig. 2.29 that the fundamental mode should be of 





order 10 days. The presence of convection will increase these periods; thus, it 

is also apparent fkom Fig. 2.29 that if the 1.84dy period is radial pulsation, 

it must be one of the higher harmonies (n R 4). 

The 30-minute period: The time series of a Tan from observations at 

the CFHT on January 23/24 and 24/25, 1981, are shown in Fig. 2.23 and 

listed in Table A.7. The exposure times for these data were 1-2 minutes; the 

average continuum signal-t *noise is 1360 p u  pixel. 

Some interesthg variabiiity is seen in the data even over this short tirne 

interval. Besides the night-tenight variation in the radial velocities of z 60 

m s-l, which may be related to granulation or overtone pulsation discussed 

above, the RV data for a Tau show a range of appoximately 30-40 m s-l 

on shorter time scales. Also, the AE Wass.z index shows an anticorrelation 

(which may correspond to a phase shift, see discussion below) with the radial 

veloeity between the two nights. The A(R - 1) index shows a considerable 

excursion aronnd RJD 4629.8; the change of 60 mmag in the A(R - I )  index 

corresponds to a decrease in the effective temperature of - 200 K in less than 

an hour. This sadden &op is then followed by a monotonie increase in the 

effective temperature. The interna1 mors for these data are approximately 

7-10 mmag, compsred to 3-6 mmag for the rest of the data for the second 

night. We have no wcplanation for this event. 

Figure 2.30 shows the CFHT the-series data with a 1.8358-dy sinusoida1 

model superimposed. The amplitude and period of the RV model was that 

derived &om the DAO tirne series, bat the phase and mean were allowed 

to fioat to fit the data. Only the period was fixed for the AEWa.Z index 
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a Tauri - CFHT Radial Velocity Time Series 

Figure 2.30: The CFHT radial velocity and AEWm.2 t h e  series data for 
a Tanri with the 1.8358-dy modd derived 6rom the DAO radial vdocity data 
superimposed. See t u t  for fitting procedure. 



data; the amplitude, phase, and mean were allowed to float to fit the data. 

This plot shows thst the CFHT t h e  series data are not inconsistent with 

the period detected in the DAO t h e  s& data. 

The periodogram analyses of these two nights are shown in Fig. 2.31. 

The strongest peak at about 30 minutes for the RV data of the first night is 

barely significant (confidence level of 93%). A similar period of 24 minutes in 

the AfiW866.2 index data is even less significant (confidence levd of 84%). I€ 

there was no basis for comparison with other data, these periodograms wodd 

probably be viewed as fine analysis of noise. However, the variability in the 

Ca II H and K lines of cr Tau has been known since 1978 (Baliunas et al., 

1981). In th& analysis of the power spectrum of the changes of the emission 

cores of the H and K lines relative to the sidebands, Baliunas et al. (1981) 

report a broad peak between 25 and 30 minutes in the November 5,  1978, 

mag(rn) data (an index similar to t heir S index discussed in Sec. 2.2.1 above). 

If, as suggested by Baliuas et al. (1981), these variations corne fiom s m d ,  

coherent active regions, t hen additionai simultaneous RV and chromosp heric 

activity observations ova a number of nights should give valuable information 

concerning the photospheric-chromospheric connection in this red giant. 

Other comments: Besides the overd  need for additional observations, 

the above analysis can be improved by additional s tat is t id testing. For 

example, we can rua namerical simulations which test the amplitudes netded 

in the AEWssa.* and A(R - 1) indices, at  the period and phase of the 648- 

dy RV period, for a speded confidence level detection (similar to those 

perfomed in the A ( R  - 1) index for P Gem). The window function for 
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a Tauri - C M  1st night a Tauri - CFHT 2nd night 
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Ficquenty (w-') Fmquency (dy-') 

Figure 2.31: The weighted periodograms for the RV data and AEW86e.l and 
A(R - 1) index data for a Tauri eom the CFHT 1981 time series. With the 
marginal exception of the peak at - 30 minutes in the RV data fiom the f ist  
night, no significant periodiaties exist  in these data. However, the RV period 
of 30 min and the p d  at approximately 24 min in the L\EW886.2 data of the 
second night are similat to periods found by B a l i ~ a r  et al. (1981) in Ca II 
H and K data (see text). 
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the 1.84-dy period could be tested. A window function is calculated by 

substituting constant velocities, having the same sampling pathology and 

error distribution as the original data, for the observations. The periodogram 

is recalculated using the artifiaal data. Hatzes and Cochran (199413) discuss 

other dgorithms and simulations to eliminate spurious signals fiom the data. 

These may be considered in the future. 

2.2.3 The K Supergiant 

c Pegasi 

The supergiant, E Pegasi, was the o d y  snpergiant extensively monitored in 

the original CFHT program (a Orionis was observed for a few nights). The 

CFHT data are shown in Fig. 2.32 and Iisted in Table A.10. The CFHT 

spectra have an average signal-to-noise ratio in the continuum of over 1450 

per pixel for a t y p i d  %min urposure. This star is one of the few in the PRV 

observations where the variabüity can be rneasured in km s-' rather than 

m s-'. It is a suitable radial velocity standard only for those measurements 

reqairing precision of no less than 1 km s-l. The limited number of DAO 

observations are shown in Fig. 2.33 and listed in Table A . l l .  The DAO 

spectra have an average signal-tenoise ratio in the continuum of 820 per pixel 

for a typical24-min exposnre. The DAO data have not been iaduded in the 

periodogram analysis. This omission does not change the results discussed 

here. 

Periodogram and non-bear lest-squares analyses: The weighted 

periodograms for the CFHT data are shown in Fig. 2.34,10 yr 2 P 2 20 dy, 
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e Pegasi - CFHT 

1985 1 990 
year 

Figure 2.32: The data from CFHT observations vs. tirne for c PegaU (HR 
8308). The f lu mean internal error is shown for each data type. 
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e Pegasi - DAO 

Year 

Figure 2.33: The relative radial velocity data horn DAO observations vs. time 
for a Pegasi (HR 8308). The f 10 mean error is given by the error bar. 
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and Fig. 2.35, 20 dy 2 P 2 10 dy. The dashed lines represent the 99% confi- 

dence level. Some of the most significant peaks in each periodogram are noted 

with the respective periods in days. Nearly coincidental periods are seen in 

the RV data and A(R - 1) index: at  - 260 days, .- 65 days, - 63 days, - 47 

days, and - 10.4 days. Of these periods, the A E Wsss., index shows much less 

signifiant peaks at - 260 and - 65 days. Both the RV and AEWse6.î data 

show a significant period at - 10.7 days; all three types of data show a pe- 

riodicity at  - 10.4 days, although the period is less significant in the RV 

and AEWessea index data. Note that there are other, less signifieant periods 

which also are present in each periodogram; the aliasing of the data is dis- 

cussed below. The parent function for the RV and A(R - 1) periodograms 

was a weighted mean. The parent function for the AEWssa.2 index included 

a second-order term because of the apparent parabolic trend; this trend in- 

dicates a long-tenn change in the core emission of the 866.2 n m  line. 

The aliasing of the RV data was tested by using the best-fit model at a 

given period as the parent function and recomputing the periodogram. This 

procedure was followed for the 65.2, 46.3-, and 10.7-dy periods, selected 

because they are the strongest tkee RV periods which have coincidental 

periods in the A(R - I )  index and/or AEWBm.2 index. The details of the 

individual parent functions are given in Table 2.12; these parameters would 

adjust if the three periods were simdtaneously used as the parent. This 

procedure will introduce spurious signais in the residuals if the parent model 

is not accurate, and thns one must use caution to avoid over-interpreting 

the results. However, the periodograrns of the residuals (not shown here) 

indicated, preliminarily, that r Peg has RV periods of approximately 65, 46 
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Figure 2.34: The weighted periodograms of the relative radial velocities and 
AEWm.2 and A(R - 1) indices for c Pegasi for 10 yr 2 P 2 20 dy. The 
most significant peaks andfor those corresponding to coincident periods are 
marked. The dashed line corresponds to the 99% confidence level. 



E Pegasi 

- - 

Frequency (dy-') 

Figure 2.35: The weighted perbdograms of the relative radial velocities and 
AEWms2 and A(R - I )  indices for r Pegasi for 20 dy 2 P 2 10 dy. The 
coincidental - 10 - Il-dy period is indicated. The dashed line corresponds 
to the 99% confidence level. 



and 10-11 days. The periodograms of the residuals fiom the parent functions 

showed that these periods are not aliases of each other as the other two 

periods remained in the data when one of the periods was removed. 

Discussion: As is the case with 8 Sagittarü, the large uncertainty in the 

pardax for a Peg, 0.0077 f 0.0085 (se.) (van Altena et al., 1991) makes a 

meaningfid prediction of the pulsation periods and rotation period difficult. 

Table 2.13 lists the stellar properties needed to derive the rotation period 

and the fundamental period for a Peg. The distance derived from the par- 

d a x  diffas by 170 parsecs from that derived fkom the luminosity (Kovaks, 

1983, from the Wilson-Bappu absolute magnitude), but the distance derived 

from the luminosity is consistent within the errors quoted for the parallax 

value. 1 adopted the average of the two stellar radii derived fiom the angu- 

lar diameter, measured by Michelson interferometry (Kovaks, 1983), and the 

two distances. The eEective temperatare of this star is slightly higha and 

its lnminosity slightly lower than the supergiant or AGB (asymptotic giant 

branch) models given in Fox and Wood (1982); however, the periods found 

in the CFHT RV data show good agreement with the Fox and Wood theoret- 

ical pulsation periods. Using th& formula for Galactic sapergiant variables 

in the interval 1 - %Mo, log Po = -2.59 + 2.21og RI& - 0.831og M/Mo 

(and ignoring the weak dependency on haetional helium and heavier elemen- 

ta1 abundances) and the stellar mass and radius shown in Table 2.13, I find 

Po 53 days. Unfortunately, this value is not constrained; the uncertainties 

in the values listed in Table 2.13 d o w  for a fundamental period range of 

7 - 260 days. The ratio of the two periods, 65.2/46.3 = 1.4, indicates this 
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Table 2.12: B Pegasi: radial velocity multi-periodic solutions 

paramet er value u unit s 
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star rnay be pulsating in overtone fiequenues. According to Fox and Wood, 

a period ratio Po/Pl 2 corresponds to stars with low masses (- 1 solar) 

unless the star is an overtone pulsator. With an accurate parallax and more 

observations (and more applicable theoretical models), one may be able to 

determine the mass of r Peg based on the periods found. 

Table 2.13 predicts a very long rotation period; the 682-dy periad seen 

in the L A E W ~ . ~  index rnay represent one-hdf of the rotation period. How- 

ever, periodograms of the residuals induding this period in the parent func- 

tion and separately the 10.7-dy period showed that these two periods are 

dases  of each other. Since there are similar 10-dy periods in the RV and 

A(R - 1) data, the 10.7-dy penod is most likely the real one. 

The peaks at 10.4 and 10.7 days in the periodograms rnay be related to 

activity thought to cause variations in the He 1 Iomospheric line at 1083 

nm. O'Brien and Lambert (1986) observed the He 1 1083 nm line in eight 

K stars of luminosity dasses I and II, including e Peg. Of those observed 

more than once, all were variable. For t Peg, the equivalent width of the 

1083 nm line changed fiom 7.5 pm in emission to 31.3 pm in absorption, and 

the line experienced a total velouty shiR of 66 km s-l (see th& Table 5). 

These variations sometimes occurred on timescales of less than two weeks, 

and resemble changes seen in solar spicules (jets). In these spicules, m a s  

is transferred to the corona, but since v < v,.,, the matter fa& back to 

the chromosphere. The 1083 nm data suggest that their occurrence and 

disappearance may be a fiequent event in e Peg. If the - 10 - Il-dy periods 

are related to the He 1 variability, our detection of a simitar period over 

12-yr of data suggests that this is the case. O'Brien and Lambert (1986) 
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Table 2.13: c Pegasi: stellar properties needed to derive fandamental and 
rotation periods 

quantity value uncer t ainty unit s notes 

7r 

dn 
log L/L@ 

d~ 
M 
4 
R 

v si. i 
v, 
Rot 

PC 

MB 
mas 

Ro 
km sdL 
km s-' 

dy 

l van Altena et al. (1991) 
* Kovaks (1983, and references therein); luminosity derived from 
Wilson-Bappu absolute magnitude; enor in 4 estimated. 

The radius is a mean value derived fiom the two distances and 4 
Gray and Toner (1986) 
Kq = (4/ir)v sin i 
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describe the blueshift/redshift characteristics of the 1083 nm line dong with 

the emission/absorption features. A similar cornparison of the changes in the 

profile of the 866.2 nm line over time would be very interesting. 



Chapter 3 

Spectrum Synt hesis 

specetrum - n, a suies of colors formed whcn a beam of white light is dispersed 
... so thst its parts arc arrangeci in the ordu of their waveluigths 
synetheasis - n, the combination of parts or elements into a whole 

--The New Murism-Webster Dictionary (1989) 

3.1 Introduction to Spectrum Synthesis 

3.1.1 Hist orical overview 

The purpose of a spectrum synthesis is to determine the properties of the 

atmosphere of a star; Le., the effective temperature, surface gravity, metal- 

licity, miaoturbdence, and abundances of individual elements. One of the 

earliest examples of spectrnm synthesis cornes from the University of Vict* 

na. In the early 19609s, Dr. John L. Climenhaga, thm associate professor of 

Victoria Coliege, studied the abundance ratio of C12/CL3 through the use of 

the semi-empirieal equation: 
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where R(X) is the line depth at  the wavelength A, R, is the limiting central 

depth of a line for r > > 1, and the optical thickness r ( X )  is the number 

of molecules in the Line of sight involved in the transition times the fine 

absorption coefEcient per molecule (Climenhaga, 1963). His results fkom 

this straightforward approach were arnazingly good. hdividual uforts such 

as this became more widespread and eventudy formed the foundation for 

the extensive computer programs developed by K w c z  (Kurucz and Avrett, 

1981) and 0th- prograrns in use today. q Efforts to calculate synthetic 

spectra were stymied in the 1970's and 1980's due to the la& of comprehen- 

sive line lists. Kurucz and his associates vigorously attacked the problem 

of incomplete linelists by beginning a project in the early 1970's to indude 

statistically millions of lines in their models (Kurucz, 1991a). These efforts 

brought about an immediate improvement in the model atmospheres and in 

the comparisons with observed spectra. In the early 1980'9, Kurucz focused 

on extending and updating the old line lists. He worked on the data for 

diatomic molecules and included lines between known levels as well as lines 

with predicted wavelengths. The predicted work proved adequate for statisti- 

ca.l opacities only, not for direct line-by-he comparisons. Cornparisons with 

the solar spectrum showed that K w c d s  models still did not have enough 

opacity (Kurucz, 1991a), and a concated effort was made to calculate en- 

agies and wavelengths for the iron gmup atomic lines. The product of his 

efforts is now available on a series of CD-ROM'S, where he has recorded all of 

his model atmosphere programs, his s p e c h  synthesis programs, the grids 

of at mospheres, colors, fluxes, the line lis ts, the opaci ty dis tribution fùnctions 

(ODFs) used to calculate the line opacities, and other information. 
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Additional üne data are &O becoming available fiom the group at Niels 

Bohr hstitute, Copenhagen. J~gensen  (1994a) is computing line data for 

sevaal diatomic molecules, and, more importantly, for several polyat omic 

moledes such as H a o .  The polyatomic data are not yet available, due in 

part to delays in calahting their model atmospheres end to inadequate 

storage and distribution facilities. These line lists are crucial if we hope to 

cornpute accuxate spectra for stars with dective temperatures less than 3500 

K. 

3.1.2 A general description of spectrum synthesis 

The spectrnm synthesis process builds upon the model atmosphere, the equa- 

tion of state, the continuum and line opacities, the caldation of the source 

function, and the solution to the equation of transfer. Once the sutface in- 

tensity or flux is detamined, each spectrnm must be transformed to account 

for the broadening effects of stellar rotation, stellar macroturbulence, and the 

instrumental profile. More accurate treatments will inchde a disk-integrated 

rotation profile and limb darkening. 

The model atmospheres are fundamental to  the whole process and de- 

scribe the temperature and the pressure structure of the surface layers of 

the star. The models by K m c z  (1993a) are computed under standard as- 

sumptions: the atmosphere is in hydrostatic eqailibrinm; the convective and 

radiative flux is constant with depth; the atmosphere is homogeneous ex- 

cept in the normal direction; the layers are considered plane pardel; and 

the atmosphae is in local thermodynamic eqailibrium (LTE). in addition, 

all atomic abundances are spefied and constant throughout; convection is 
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treated under a local mixing-length theory; and the atmospheres are line 

blanketed. These atmospheres are often referred to h a e  as the "grid." For 

most of the atmospheres, Kunicz has provided grid points for every 250 K, 

starting with an effective temperature of 3500 K. The grid points for log g1 

are every 0.5 dex, O 5 log g 5 5. Atmospheres used here are those computed 

for [M/H]= 0.0, -0.1, -0.2, -0.3, -0.5, and microturbulence E = 2.0 km s-'. 

We also use the Kurucz solar atmosphere (Telr = 5777 K, log g = 4.4377, 

( = 1.5 km s-'). 

The equation of state s p e a e s  the number densities and the degree of 

ionbation and dissociation of the atoms and molecules. Here the solutions 

corne via the sssumptions that the atmosphere is a pdec t  gas, partides are 

conserved, charge is conserved, and the Saha-Boltzmann equation applies. 

The partition functions must also be calculated for each species. The product 

of this particular step is usually expressed as N/Q,  or the number density 

over the partition fanction for each species. 

The continuum and h e  opacities must be calculated during the synthe- 

sis. The continuum opacity (Kurucz, 1970) is calculated fiom the bound-fkee 

and/or the free-free transitions of H 1, H$, H-, He 1, He II, He-, low temper- 

ature absorbers (C 1, Mg 1, Si 1, Al 1), intermediate-temperature absorbers 

(Si II, Mg II, Ca II, N 1, O 1), high-temperature absorbers (C II-N, N II-V, 

O II-VI, Ne EVI); the H 1 + He 1 + HH) Rayleigh scattering and electron scat- 

~Throughout t h  thesis, the snrtace gravity, g, is eicpresxd in cm s-' and wiii d w a p  
be noted as log 9, if not spded out. This notation shotdd not bt confuscd with the symbol 
for the statistical weight of an stomic or molecnlar transition, which is aisa g but which 
wilt uiways be accompanied by the symbol for the oscillator streagth, f ,  as in "g f value" 
or "loggf." 



tering; and the bound-bound transitions of H 1 lines. For a single transition, 

the üne absorption coefficient is expressed as 

where e is the electron charge, m. is the electron mass, p is the density 

of the atmosphere layer, g f is the statistical weight of the transition times 

the oscillator strength, AuD is the Doppler broadening, x is the excitation 

energy of the level being considered, k is the Boltzmann constant, T is the 

temperature of the atmosphere layer, and (1 - e-hYIkT) is the correction 

for stimulated emission. H(a,v)  is the Voigt function, with the standard 

notation: a G (r/4rAvD), v r (v - v , ) / A v ~ ;  r is the total broadening 

factor, (v  - v.), the difference between the fiequency being considered and 

that of the iine center. 

The source function and the equation of transfer can be expressed in 

various dinuent ways. Rom Mihalas (1978, Eqs. ( M g ) ,  (2-36)) we note one 

form of the source fûnction: 

and the standard transfer equation: 

where sv indudes continuum and line opacity, Bu is the Planck function, 

ov is the scattering term, Ju is the mean specific intensity, I,, is the specific 

intensity, and p is the cosine of the polar angle of the pend  of radiation. 

Unda  strict LTE, Su = Bv. The optical depth is defined as: 
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CK= = total continuum opacity, CL, = total line opacity, and C cv = the 

total of all scattering processes. 

3.1.3 A description of SSynth 

SSynth2, our spectrnm synthesis code, was initially developed by kwin (1978). 

SSynth dculates the equation of state using a Newton-Raphson iteration 

procedure which is equivalent to Helmholtz fie-energy minimization (kwin, 

in preparation). The partition functions are fiom Irwin (1981; 1987; 1988) 

and Sauval and Tatum (1984). The relative energy, i.e., ionkation potentials, 

electron &inities, or dissociation or atomization enagies, of each species is 

taken from Moore (1970); Huber and Herzberg (1979); Hotop and Lineberger . 

(1985); Martin, Zalubas, and Musgrove (1 985, and references t ha&) ; Moore 

(1985, and references therein); Sugar and Corliss (1985); and kwin (1988). 

While SSynth can be used to predict ab initio atmospheres, at the present 

tirne we use an input temperature and pressure gnd fiom a given Kurucz 

mode1 atmosphere, calculate the correspondhg opacity and optical depth, 

and calculate a s d e d  atmosphere. The program uses a rnodified Feautner- 

Auer method (Auer, 1976; Mihalas, 1978, A76, M78) to solve the equation 

of transfer . 
1 have adopted the SSynth programs as developed by kwin. 1 made a 

number of minor modifications whîch were necessary because of the tram- 

'For parposes of discussion here, SSynth wiU refu to that part of the totai analysis 
package which inclndes the caiculation of the tqaation of state, the s d c à  atmosphere, and 
the synthetic spectrum. The preprocessing of the h e  lists and the post-modification of 
cach spectrum to accoant for instrumentai and stciiar broadtning are d i s 4  sepsrateiy 
below . 



fer of the code from the VAX VMS operating system (VAX FORTRAN, 

mostly single precision code) to the W n k  operating system (FORTRAN 77, 

all double precision code). This process took over a year to accomplish as 

state and had to be made consistent with the rest of the code. Some parts of 

the code (e.g., convection, grey- and diffusion-predicted atmospheres) have 

not yet been tested. Since the SSynth programs have been described else- 

where (Iiwin, 1978), 1 will discuss here those details spedfically relevant to 

this thesis. Many of the options available in these programs are outlined in 

the manual pages, a sample of which is induded in Appendk D. More specif- 

ically, the information in the manual pages desaibing SC&. cnt, ssynlh. c d ,  

tabulote.cnt, and tabulute-csh was gathered from the programs written by 

Irwin. 

The H- continuum opacity is the dominant source of continuum opacity 

for the stars is this study. 1 moditied the program made a d a b l e  by Ku- 

ruez (1993~) for use in SSynth. This program, which is based on published 

values of the bound-tree and fie-fiee absorption cross sections, interpolates 

tables to determine the total continuous absorption co&cient as a function 

of wavelength and temperature. This algorithm shodd determine the coef- 

ficients more accurately than the fitting fomdae of John (1988), and thus 

should attain an accuracy to better than 1%. 

Irwin (1985) describes the methods used to predict the stellar atm* 

sphaes from known atmospheres, and discasses in depth the errors which 

arise using the predicted methods (see his figures 3,4, and 5). We used scaled 

atmospheres for this work; scaling an atmosphere is the simplest method to 
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use to calculate an atmosphere, but it is also the le& accurate. Figure 3.1 

shows the deviations in the T - T relationship fiom the grid values for an at- 

rnosphere scaled to Teff  = 4500 K fioom Telf = 4250 K and fiom Teff = 4750 

K; note, since the grids of the Kunicz atmospheres are separated by 250 K, 

the actud clifference in Teft wodd be 5 125 K and thus the errors would 

be less than shown in Fig. 3.1. Large errors in temperature occur in the 

shallow layers above log r = -4 when the scaIing is made from lower effec- 

tive temperatures. Errors also occur below log r = O because convection is 

ignored. 

For most lines, these discrepancies do not matter; however, tests showed 

that the strong lines in this spectral region are afkcted by the errors in the 

scaled temperatures and pressures of the atmospheric layers. At Teff = 4500 

K (log g = 4.5, [M/H]= 0.0), for exarnple, the errors in scaling to a mid-grid 

atmosphue result in a substantial change in the line depth of the temperature 

sensitive Ti 1 fine at 867.537 nm. This change would wrongly be interpreted 

as a - 250 K difference (500 K difference scaling from 4250 K to 4500 K) in 

the effective temperature, or equivalently, an erroneous determination of the 

titanium abundance. In addition, at  logg = 4.5, the wings of the Ca II line 

also proved sensitive to these mors in prellsely the same region which was 

used to determine the surface gravity. To mid-grid (A Tctl = 125 K), the 

scaling errors would be interpreted as a decrease in log g of 0.35 dex; thus, 

one would need to inaease the model's log g to compensate. 

The mors  in temperature at smaU optical depths arise because our cal- 

culated Rosseland mean opacities do not match those of Kunicz; we aze 

induding fewer opacity sources at low pressures and temperatures and thus 



Predicted vs. "on-grid" Atmosphere 

log T 

Figure 3.1: The scaled vs. "on-gridn T-r relationship for atmospheres scded 
to Tetf = 4500 K fiom 4250 K (dotted line) and fiom 4750 K (dashed lhe), 
for [M/HJ = 0.0, log 9 = 4.5,1.5. The Merences are due to missing opacities 
in the dcdated  Rosseland mean and to not induding convection. 
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must go to a deeper atmospheric layer and higher temperature to reach the 

same optical depth. In addition, Kurucz uses photospheric abundances in bis 

calculations whereas we use the meteoritic abundances; this difference affects 

primarily the number of electron donors. There are additional and updated 

continuum opacities given in Kurucz (1 WC), such as He I and Fe 1, which 

were not installed in SSynth. These opacities and the ODFs fiom Kurt~cz 

WU be added to our Rosseland mean opacities in the hiture. As mentioned 

in kwin (l985), efForts will also need be made to incorporate a more sophisti- 

cated treatment of convection, the source of the discrepancies seen in Fig. 3.1 

at depth. To minimise the scaling errors, 1 consistently scaled fkom higher 

to lower effective temperatures. As Fig. 3.1 shows, scaling in this direction 

will reduce the scaling errors to 1% or less. 

3.2 Procedures 

This section describes the principal contributions 1 made to the spectrum 

synthesis process and the programs adable  at the University of Victoria. 

The discussion starts with an overview of the processing of the raw line 

lists. This discussion is then fouowed by the description of the method we 

devdoped to eliminate the ultraweak Iines from the line Lists, ultraweak lines 

are dehed as those which have no cumulative &ect on the SSynth results. 

This "pre-SSynthn discussion is followed by a descriptive outline of the "post- 

SSynthn steps that are critical for any meaninghil cornparison of the synthetic 

spectra with observed spectra. 



3.2.1 Pre-SSynt h line Est processing: description of 
the work 

The past decade has seen a revival in the use of spectrum synthesis in ste l la r  

analyses primarily due to the do r t s  of Kurucz in gathering line information 

fkom various sources and in calculating predicted energies and wavelengths 

where line data were missing. Prior to the efforts of Kurucz and his collab- 

orators as well as other groups, the atmospheres were inaccurate for some 

spectral regions due to the omission of line-blanketing dects,  the underes- 

timate of the pseudocontinuum, and many unidentified featares. However, 

now one must contend with the "bookkeepingn for over 20,000 lines per n m  

in the near infrared; perhaps over 30,000 lines per n m  in the blue spectral 

region. Our method (discussed in Sec. 3.2.2) of eliminating the ultraweak 

lines from the line database ensures that SSynth does not have to deal with 

this density of lines; however, one must ensure that the line list entering the 

lincelimination step is as accurate and as complete as possible. Although the 

work was tirne-consitming and a bit tedious, the development and stream- 

lining of the pre-SSynth programs is unquestionably the cornerstone of our 

analysis . 
One of our goals is to make the SS ynt h analysis available to out side users. 

Although t echn idy  anyone could put together an independent line Est in 

the propa format for subsequent use by SSynth, 1 invested a substantial 

amount of t h e  in writing and testing the programs which read, modify, 

and combine the line L t s  of R. L. Kurucz and those of W. G. J~gensen.  

All of the steps 1 created and the algorithm that 1 and future users will 
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use are summarized as Unix-based manual pages. The manual page which 

indudes a brief outline of all of the pre-SSynth procedures is induded as 

an appendix to this dissertation (see Appendix D). A copy of the complete 

m m a l  is located in the physics reading room (University of Victoria, Elliott 

105) and is available via anonymous FTP: coho.phys.uvic. CU in the directory 

/pub/Iorson/ssynthman. Some of the programs used were adapted from those 

provided by Kurucz or by earlier versions of SSynth. Since the manual pages 

are comprehensive and complete, no further description will be made here. 

One should note, however, that these programs are dynarnic. Our eventual 

goal is to make the process invisible to the user once s/he has s p e a e d  the 

desired wavelength region to be synthesbed, at  least up to the step where 

the ultraweak lines are eliminated. There are &O a number of parameters in 

the various control Hes which can be hidden, since they are rarely modified 

and may confuse the novice. 

3.2.2 Pre-SSynth fine list processing: treatment of the 
line haze 

Researchers who synthesize s tda r  spectra have seen the accuracy of their 

work inerease dramatically with the recent improvements in atomic and 

rnoleculat line data. Data for approximately 58 million atomic and molec- 

ular lines are available fmm the compilations of K m c z  (1993b; 1993~)  

(K93b,K93c) and 70 million molecnlar lines fiom Jgrgensen (1994a, hae-  

afta J94a). (CN, CH, and Ti0 data overlap in these compilations.) 

We need these extensive line lists not only for the accurate calcdation 

of the strong lines but &O for the calcdation of the line haze. As is well 
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known, the line haze is formed by the en masse veiling of the continuum by 

lines which individually are too weak to be visible. However, some Iines are 

too weak to have even a cumulative &ect on the line haze. These lines are 

normdy eliminated in synthetic spectnun computations because it takes 

substantial computer resources to d c u l a t e  opacity profiles. Typical line 

rejection criteria, which usudy depend on the ratio of line to continuum 

opacity, introduce the possibility that the cornpatations wdl cost an excessive 

amount of computer time (rejection level set too low) or will underestimate 

the line haze (rejection level set too high). 

SSynth calculates the line haze in a consistent manna; that is, the result 

has the correct integrated equivalent width over the whole spectral intenal. 

Rather than ignore all lines below some &action ( typ idy  0.0001) of the 

continuum opacity, all parts of the Voigt profile [calculated using a modi- 

fied version of the routine given by Drayson (1976)l below this fraction are 

"srnearedn (or averaged) and added to the continuum opauty. This process 

can be made reasonably efEcient since, for weak lines, the program uses mean 

broadening coefficients and shifts the line centers to the nearest fkequency 

sample points. For each depth and species we can then precompute the Voigt 

profle as a hinction of sample point fiom line center. This minimizes the 

cornputer costs for each line. However, if the line Est indudes large numbers 

of Iines which contribute negligibly to the smeared line opacity and result- 

ing line hue,  these costs uui rapidly and unjustüiably increase. We dl 

these Lines Uultraweak" to distiaguish them fkom the "weakn lines which do 

contribute appreciably to the line hue. 

In this section we describe an algorithm that rapidly eliminates the ul- 



traweak lines fkom a line list and thus improves the efficiency of the subse- 

quent synthetic spectrum computations without compromising the line haze 

caLculst ion3. 

Methods 

Our method for eliminating ultraweak lines proceeds in four steps: 1) For 

a given model atmosphere and wavelength central to the region of interest, 

we calculate the equivalent width coefficients, W ~ ( X )  [defined by Eq. (3.8)], 

for a number of excitation potentials, X, using a short artficial line Est for 

every species in the line list. We c o h t  these values of W~(X) in a table as 

a b c t i o a  of spedes and X.  2) We rapidly interpolate this table in x and 

combine the derived value of Wi (x) with the g f value of each line to calculate 

the equivalent widths of al l  lines in the region [set Eq. (3.9)]. 3) We calculate 

the cumnlative line blocking as a fanction of equivalent width [see Eq. (3. IO)]. 

4) We use this fnnction to climinate aU lines which contribute negligibly to 

the line haze 

W e  stazt 

(demonstrated below with the discussion of the results). 

with the standard definition for the equivalent width of a line 

where A* is the absorption depth of the he, HA is the flux we observe at 

a given wavelength, A, and Hi is the associated continuum fwc. For weak 

lines, Ax a g f ,  independent of the 

profdes. We -and Eq. (3.6) from 

'This work has been pubhhed (Larson 

detaig of the depth-dependent opacity 

gf = O in a fisborder Taylor series to 

and hh, 1996) 
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For each species, the tabulated equivdent width coefficients are defined by 

The W~(X) coefficients could be tabulated as a function of wavelength. How- 

ever, in our application, we use just the central wavelength; the W~(X) coef- 

ficients are essentidy independent of wavelength within the narrow spectral 

interval 864-878 nm. We assume a boxcar opacity profde and use the chah 

rule to follow the line opacity perturbation through the equation of tram- 

fer. We diffgentiate the appropriate Feautrier-Auer equations and the line 

opacity (see Appendix B) sach that W = W~(X) g f is consistent with the 

equivalent width SSynth would calculate for isolated weak lines. 

Once we have tabukted the coefficients, we calculate Wl, the equivalent 

width of the Itb line in the wavelength intenml: 

Since this approach is applicable only to weak lines, the calcnlated equivalent 

widths of the stronger lines will be overstated. On the other hand, this 

method extends the calculation of equivalent widths to lines so weak that 

other methods fail due to numerical significance loss. 

We define the cumulative blocking coefficient as 



where the right-hand term follows fiom the assumptian that Hi  is constant 

over the integration range X f AX. We take the s u m  over all 1 such that 

Wi 5 W to calculate the cumulative line blocking as a faction of W (see 

Fig. 3.2). 

Resdts 

We demonstrate out line-elimination method using the 864-878 nm region of 

late-type stellar spectra. The atmospheres were taken fkom the grid provided 

by Kurucz (1993a) for effective temperatures from 4000 to 6000 K, log g fkom 

1.5 to 4.5, so1a.r abundances, and a microturbulence value of 2.0 km s-'. 

Our line list has approximately 320000 lines in the 864-878 nm wavelength 

region. The atomic data and most of the diatomic data in our line Est are 

taken fkom Kurucz (K93b, K93c). We snpplemented Kurucz's CN data with 

J6rgensen data [J94a, see &O J~rgensen & Larsson (1990)], which extend 

to higher J values and nearly to the dissociation limit. The Ti0 data are 

fiom J94a and J~rgensen (1994b). Under the conditions examined here, CN 

and Ti0 dominate the diatomic line blocking; other diatomics either have no 

lines in this wavelength region or have a negligible effect. We adopted a GN 

dissociation energy of 7.9 eV and a Ti0 dissociation energy of 6.87 eV. 

Figure 3.2 shows the cumulative Iine blocking error as a function of equiv- 

alent width for Tetf = 6000 K, 5000 K, and 4000 K and logg = 4.5 and 1.5. 

The heavy, solid line of each graph represents the cumulative line blocking for 

all of the species which have eqaivalent widths on the linear part of the curve 

of growth; the nppa limit of the absussas corresponds to log(W/A) 5 -5.5. 

The lighta lines represent the isolated cumdative line blocking of Ti0 (dot- 
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Figure 3.2: The cumulative line blocking error as a function of equivalent 
width for optically thia lines. The heavy solid line represents al1 atomic and 
molecnlat Iines; the dotted he, TiO; the light solid h e ,  CN; the dashed 
line, atomic lines with predicted energy levels (see text); the dot-doshed line, 
atomic iines with measured energy levels (see text). At 6000 K, the total 
blocking for the Ti0 lines f a  below the lowv limit. 
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ted) , CN (solid) and two atomic line lists (described below). 

Some well-knovm molecdar behavior is imrnediately apparent in Fig. 3.2. 

First, the cumulative line blocking for Ti0 shows a strong temperature de- 

pendence; Ti0 provides nearly all of the cumulative blocking at Teff = 

4000 K, but provides essentidy no blocking at 6000 K. Second, the Ti0 

blocking demeases with decreasing surface gravity. Since the temperature 

classification of cool stars is defined by TiO, a gant must be cooler than a 

dwarf of identical spectral type. Third, the cumulative line blocking for CN 

inmeases with decreasing surface gravity at 4000 K, but the effect weakens at 

5000 K and slightly reverses at 6000 K. This result agrees qualitatively with 

the cdeulated resdts of Bell and Tnpicco (1991, Fig. 7) for CN in the blue 

region of the spectrum. (These authors conclude that an additional mecha- 

nism, e.g. nitrogen enhancement and carbon depletion, is required to explain 

the observed CN luminosity effect in the stars having T e j j  > 4500 K.) 

The cumulative lintblocking function can aiso be used for examining 

the &ect of the incompleteness of the line lists. For example, we sepa- 

rated the atomic line data into ~ W Q  sets. The "predicted set" (dashed line of 

Fig. 3.2) contains only those lines with predicted energies and wavelengths 

fiom the Me "lowlines.dat" fkom CD-ROM 1 (K93b). The "measured set" 

(dot-dashed line of Fig. 3.2) contains lines fkom CD-ROM 18 (K93c), which 

have m e a s d  energies and wavelengths (Kuntcz, 1991a). While any effec- 

tive temperature/gravity dependence for the cumulative line blochg  of the 

individual atomic species is masked by the grouping used here, one notes 

h m  Fig. 3.2 that, although the cumulative line blocking is dominated by 

the ~redicted set at s m d  equivalent widths, the total cumulative blocking 



for the predicted set never exceeds -2.5 dex. 

The weakness of the predicted lines is probabl~ the result of a selection 

dec t ;  KKNCZ'S predicted Iines are unobserved in Iaboratory spectra and thus 

tend to be weak not only in laboratory but &O stellar spectra. The weakness 

of the predicted lines for the effective temperatures and gravities considered 

here suggests the predicted line data may be ign&ed for our wavelength 

region. This is a massuring result; it is precisely for these predicted lines 

that the mode1 H d t o n i a n  used in Kurucz's semi-empirical analysis tends 

to have its largest aneutainties. 

Our primary use for the cumulative line-blodcing function shown in 

Fig. 3.2 is to eliminate the ultraweak lines. We choose an acceptable line- 

bloeking error and retain only those lines whose equivalent widths are p a t e r  

than the corresponding value. The fiaction of lines retained (see Figure 3.3) 

d l  change as a hinetion of the accuracy desired and as a function of the 

stellar parameters. For log g = 4.5, one notes, for example, that the fraction 

of lines retained at a line-blocking mor  of 0.1% f d s  fkom about 0.15 at Telf 

= 4000 K to about 0.001 at Terf = 6000 K. 

Table 3.1 shows the execotion times, in minutes, for each of the major 

sections of our synthetic spectrnm computations for Teff = 5000 K, logg = 

4.5, and five separate line Lists. AU timing was done on a workstation with 

a capacity of 3.5 megdops (3.5 million floating point operations per sec), 

and the only clifFerence between the computations was the &action of lines 

retained in the line lists, as given in the table. For each computation the 

criterion for the iine smearing (or the averaging of the unused portions of 

each Voigt profle) was set at 0.0001 of the continuum opacity. The equation 
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Effective Temperature (K) 

Figure 3.3: The fiaction of h e s  which wodd be retained undu a 0.1% and 
a 1% line-blocking aror for a range of effective temperatures and surface 
gravity values. 
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of transfer was solved with three quadrature angles and 5400 wavelength 

points, and the continuum scattering was treated as ordiaary absorption 

without stimulated emission (see Appendix B) . 
By separating the execution times attributable to the equation of state 

(EOS), pre-SSynth (where we process the line lists) and SSynth routines, we 

highlight those areas where the greatest t h e  savings will occur. We show the 

dculation of the EOS separately as this caldation is needed only once per 

mode1 atmosphere. Our pre-SSynth procedw indudes the line-elhination 

method described above (except, obviously, where we have included all lines 

a t  a he-blocking error of 0.0% for demonstration purposes). It also indudes 

a modified Heapsort (Press et al., 1992) algorithm which sorts the selected 

line data into managable wavelength intervals and by species within each 

wavelength intaval. This sorting step greatly facilitates the line opacity and 

equation of transfer dculations. To make a fair cornparibon, one should note 

that the pre-SSynth step wodd only need to be done once p u  wavelength 

region for the 0.0% line-blocking error. However, for non-zero he-blocking 

mors,  the selected line Est may be nsed for a range of stellar models; thus, 

depending on the tolerable lincblocking error and the range of atmosphtrie 

parameters being tested, the pre-SSynth steps may need to be done only 

s e q u e n t  ly. 

The execution time for our SSynth routines, shown in the last line of 

Table 3.1, is dominated by the dculation of the line opacity profles and the 

solution to the equation of transfkr. At the 1% blocking error, the execution 

time reaches the overhead presented by the solution to the equation of trans- 

fu.  It is readily apparent fkom subtracting this overhead that the execution 
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Table 3.1: Approximate execution times for the progams associated with a 
spectnun synthesis 
Cie-Blocking 

Errora 0.0% 0.0001% 0.01% 0.1% 1.0% 

Execut ion Time (minutes) 

All calculations were done on a workstation having a capacity of 3.5 
megaflops; Tetf = 5000 K, logg = 4.5. 
a Systematic error in pseudocontinuum resulting from the elimination of 

the dtraweak lines fiom the Iine list 
'Np a number of lines retained, Nt s numba of lines total 
Equation of State (average) 
Line-Elimination Method (se text) 
Sort uses a modified Heapsort algorithm fiom Press et al. (1992) 

f Time is dominated by the calculation of the line opacity profiles and the 
solution to the equation of transfer 
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Wavelength (nm) 

Figure 3.4: A portion of the wavelength region for Tef t  = 5000 K, log g = 4.5. 
The spectrum calcdated using al1 line data is indicated by the heavy line; 
the spectrum calcdated using 0.0028 of the line data (selected asing a 0.1% 
line-blocking aror), by the Iight line. The expanded scde shows that the 
mois  in the pseudocontinaam are approxirnately 0.1%, as expected. 
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time for the calcdation of the line opacity profles is roughly proportional 

to the number of lines used. The order-of-magnitude clifference between the 

time for a 0.0% linoblochg =or and that for a 2 0.1% heblocking error 

emphasizes the efficiency of our linoelimination method. In spectral regions 

having a higher density of lines than the present case, the overhead presented 

by the solution to the equation of trander will be a smder proportion of the 

execution time and the potential time savings may be greater. The exact 

savings will depend on the shape of the cumulative Iine-blocking funetion. 

However, our line-elimination method dearly should be considered for all 

wavelengt h regions . 
Figure 3.4 superimposes the synthetic spectnun where the line list in- 

cluded all  of the lines, 0.0% line-blocking error, and the synthetic spectrum 

where the line list indaded 0.0028 of the lines, 0.1% linc-blocking error, over 

a selected subregion. A line-blocking error of 0.1% was chosen for cornpari- 

son as this value optimizes the efficiency of o u  method, as Table 3.1 shows. 

The Merences between the spectrum computed using all of the lines and 

the spectnim computed using the abbreviated line Est are indiscernible on 

a normal scale, as shom in the upper spectra (right hand ordinate) of both 

the top and bottom plots s h o w  in Fig. 3.4. The lower spectra in both the 

upper and lower plots in Fig. 3.4 are shown on an expanded s d e  (leR hand 

ordinate) and emphasize the continuum region. As expeded, the =ors are 

of order 0.1% in the pseudocontinuum and less in the lines. Rom a practical 

standpoint, if one w a e  using lines having a line depth of 0.05 for abundance 

analysis one wodd expect relative errors, in this case, on the order of 2% in 

the calculated line depth. 
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3.2.3 Post-SSynth: solar comparison 

If the laboratory o sda to r  strengths and wavelengths of the lines were accu- 

rate enough and extensive enough, there would be no need to use the Sun 

as a laboratory source. Unfortunately, the laboratory data are insdiiuent 

even for this relatively narrow, low-density spectral region. Thus, the very 

first step taken for any wavelength region is to compare the synthetic solar 

intensity speetrum with an observed central disk spectrum and derive empir- 

icd osdator strengths and broadening coefficients and adjust wavelengths 

to optimize the match. 

Before a synthetic spectnun can be compared to an observed spectram, 

the synthetic spectrum must be transformed. This snbsequent proeessing of 

the synt hetic spectra must indude the telescope imperfections (the scat tering 

of light in the spectrograph, the cesolution) and properties intrinsic to the 

star (macroturbulence, rotation). For the Sun, the intrinsic properties are 

fairly weil known. Thus, we cm compare our estimate of the scattered light 

and o u  treatment of the instrumental profile in the synthetic spectrum with 

the hi& resolution solar flux atlas and with spectra of the Sun taken at both 

the CFET and the DAO. 

Note that no manual pages h m  been written yet for the post-SSynth 

steps. 

Solar central intensity comparison 

The use of the Sun as a high-temperature Ulaboratoryn to derive oscillator 

strengths, broadening factors, and wavelengths ha9 been debated extensively 
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in the literature [Kostik et al. (1996) give an excellent and somewhat hu- 

morous historicd snmmary]. Althoagh mual coderences between labora- 

tory and s t d a r  spectroscopists are held and methods exist for exchanging 

npteda te  needs and databases (Martin, 1992), the availability of accurate, 

measured üne data s t ï i l  fall far below the needs of stellar spectroscopists. 

Unfortunately, the "laboratoryn conditions of the Sun cannot be controlled. 

Many of its intrinsic properties - e.g., microturbulence, non-LTE conditions, 

and inhomogeneities - enter the derivation of osciuator strengths and broad- 

ening factors as free parameters, perhaps even as a function of depth and/or 

the model atmosphere use& 

Even whae accurate laboratory data urist, dïfferent elemental solar 

abundances are derived based upon the methods used to measure equiv- 

alent widths or calculate broadening interaction constants and based upon 

which lines are used. The problem is exacerbated by the fact that the derived 

meteoritic abundances of many elements are different fkom the solar abun- 

dances. The ongoing search for the Utruen solar iron abundance is nicely 

summarized in Kostik et al. (1996), who also note the convergence of the 

elemental abundances to the meteoritic values. 

Thus, the first step in synthesis work is to adopt either the solar- or 

meteoritic-derived set of abundances ( Grevesse and Anders, 1991). Having 

done this, and having chosen the solar atmosphere model to be used and 

the appropriate microturbulence value, one proceeds to "adjustn the indi- 

vidaal oscilator strengths (in practice, the log g f value) andior broadening 

coefficients of the strong Iines and wavelengths of the atomic lines (or adjust 

all the molecular Iines of a given electronic transition for a diange in oscil- 
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lator strength or bandhead fiequency) so that the synthetic and observed 

solar spectra match. The foliowing paragraphs discuss the choice of the fiee 

parameters used in this process, the programs which were developed for use 

with SSynth, the results of the match for Fe I lines and other lines of interest, 

and the process used to obtain the gf value and broadening coefficients for 

the Ca II line. 

For this discussion, the fiee parameters are those which, when adjusted, 

generally affect lines across the entire spectral region. These are the microtu- 

bulence value, any enhancement factor for the broadening coefficients, which, 

for the Sun, are dominated by collisions with hydrogen, and the macroturbu- 

lence of the Sun. Since I have not adjnsted any broadening coefficients other 

than those for the Ca II Iine (discussed below), I WU ignore any discussion 

of the use of a broadening enhancement factor. 

Because the detaminations of the solar abandances are converging to the 

meteoritic vaIues, we have chosen these abundances for this work. All sub- 

sequent stellar abundance determinations are made relative to the adopted 

solar abundances. 

Since there are a number of solar model atmosphens available, one is 

free to  choose the "best" one. Since we are using the extensive s t da r  grids 

provided by Knrucz, we have chosen the Karacz solar atmosphere. Typi- 

cally, the model photospherc of the Holweger-Miiller solar atmosphere (1974, 

hereaRer HMS), which has been called the Uubiqaitous choice of abundance 

deteMniners" (Kostik et al., 1996), is used. The HMS atmosphere was used 

by Smith and Drake (1988, hueafta SD88, see discussion below) to derive 

the hydrogen damping coefficients for the Ca IL infrared triplet lines. 
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Miuotucbdence, (, which represents smd-scale velocity fields, entas 

the equation of tramfer tkongh its affect on the atomic absorption coe& 

cient. The intermediate strength lines, those on the flat part of the curve of 

growth, are most affected by the choice of ( (Gray, 1992, Fig. 14.4) (Kostik 

et al., 1996, Fig. 1). The Kurucz solar atmosphere uses a depth-independent 

microturbulence value of C = 1.5 km se', which is largu than the C = 0.9 

km s-l used by Kostik et al. (1996) with the H M S  atmosphere, and with 

the generally accepted d u e  of 1 km s-'. At the present, 1 have retained 

Kurucds d u e  for consistency since all abundances will be determined in a 

relative sense. 

Macroturbultnce, C, represents large-scale velocity fields and does not 

affect the equivalent widths of the lines. Weak lines are similarly dected 

by microturbulence and macroturbulence in that the profiles of the lines are 

changed bat not the equivaent widths. Intermediate strength lines becorne 

broader and shdower as the macroturbdence value is inaeased. h practice, 

one should be able to use a combination of weak and intermediate~tren~th 

lines to optimbe the choice of ( and (, assnming there are lines for which 

the laboratory osdator  strengths and broadening coeficients are accurate. 

Once the values of the miaoturbulence and the macroturbulence for the 

Sun are chosen, the gf values, broadening coefficients, and wavelengths of 

the lines are adjusted until a good match is achieved with the high-resolution 

solar central intensity spectrum. The spectnun used here was obsvved by 

J. W. Brault nsing the Fourier 'Ransform Spectrograph (FTS) at Kitt Peak 

and redaced and made a d a b l e  in digital form by Kurucz (1991b). This 

atlas has a resolution of approximately 522,000 and a signal-to-noise ratio 
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of between 2000 and 9000. 1 developed all of the programs used in the 

process of empirically adjusting the g f values, broadening coefficients, and 

wavelengths and incorporated them with lRAF tasks within an IRAF script. 

The code integrates Lick Mongo 1991 and superposes the real and synthetic 

spectra on the computer screen in s m d  wavelength intervals dong with the 

wavelengths and identifications of each of the visible (equivalent width - 0.1 

pm) lines. 

This process is necessady iterative. Once the initial spectrum is calcu- 

lated fkom the "presynth4" step (see Appendix D), the spectrum is convolved 

with a Gaussian with u = C; the instrumental profile of the Kitt Peak so- 

lar intensity spectruxn is assumed to be negligible. The user then uses a 

"chi-by-eyen method to compare each line in the synthetic spectnun with 

the corresponding line in the solar spectrum and to adjust the corresponding 

wavelength, gf value, andfor hydrogen broadening coefficient in the selected 

h e  listing. The synthetic spectruxn is recalculated, reconvolved, and the 

cornparison and adjustment process repeated. Once a satisfactory match is 

achieved, the master line List is edited. 

As noted above, wMe the strength of the weak üaes is directly propor- 

tional to their osWllator strengths, for the strong lines (line depth geater 

than 0.5-0.6) the depth of the wings is proportional to the product of the 

oscillator strength and the hydrogen broadening parameter: f T ~ .  If then is 

an obvious disagreement between the synthetic spectrum compated fkom the 

'Image Redaction and Andysis Fscility, devdoped by the National Opticid Astronomy 
Obsuvstories for use by the astronomical commnnity 
'An Intuactive Graphies Program, Revised by S. Men and R Pogge; Li& Ob-tory 

Edition, 1996 
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given Kuracz values (or other source as in the case of the Ca II line here) 

and the central intensity atlas, the g f value and/or the hydrogen broaden- 

h g  coefficient d need to be adjusted. In practice, one dso needs to be 

aware of and preferably use any laboratory determination of either of these 

parameters for the individuai lines. 

Since this thesis is concerned with the match of the 864.7 - 867.7 n m  

region, 1 have adjusted, where necessary, the wavelengths and gf d u e s  for 

ail atomic lines within f 1.5 nm of the Ca II line (the Ca II line is discussed 

se~arately bdow). The wavelengths and gf d u e s  for the Fe 1 lines have 

been adjusted, where needed, for the fidl 14 nm. Except for subtracting 0.02 

nm fiom some of the CN wavelengths, no adjnstments have been made to 

any of the molecular lines. Future work will indude adjusting the g f values, 

strong-line broadening coefficients, and wavelengths for the fûll 14 nm (see 

Figs. C.1 - C.7). 

Since resdts for various lines over the entire spectral region are of interest 

for future reference and work, these results wil l  be discussed briefly here as 

well. Figures (2.1- C.7 compare the synthetic central intensity spectrum and 

the solar central intensity spectrnm for the fan 14 nm, in 1 n m  se-ts, 

in vacuum wavdengths. Each visible line, deiîned as having a calcdated 

equivalent width greater than 0.1 pm, having a corresponding identüication 

in the K w c z  line Est, is marked. Those lines marked with an "0" were listed 

as solar (but ~identified) by Swensson et al. (1970). Note that hypertine 

structure, which is evident in some of the lines (e.g., Mn 1), is not considered 

hem. K m c z  has calcdated the hyperfine splitting for some of the ha; 

these calculations will be included in & t u e  line bts .  
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Note that d of the cornparisons at this stage in the SSynth analysis are 

done using vacuum wavelengths, and thus vacuum wavelengths are quoted in 

this section. The wavelengths in ail other sections, i.e., those which compare 

the solar and stellar flux spectra with the synthetic flux spectra, are expressed 

as air wavelengths. 

The Fe 1 lines: Figure 3.5 compares the Fe 1 loggf values derived fiom 

this work, for the 14 nm spectral interval, with those given in the K w c z  

line list. The scatter about the line of equaliQ is random. The standard 

deviation of the dinaence in the gf values between Kurucz and this work is 

0.28 d a .  The standard deviation of the difference in the gf dues between 

this work and the laboratory values compiled by Nave et al. (1994) is 0.08 

duc (7 values); between K m c z  and Nave et al. (1994), 0.19 dex (same 7 

values); and between K m c z  and an empirical matching exetcise by Erdelyi- 

Mendes and Barbuy (1989), 0.80 dwr (19 values). The 1st work epitomizes 

the disparate resdts which can be obtained when deriving solar g f values. 

Emoneoas results are especidy like1y for lines on the flat part of the m e  

of growth as, by implication, Iarge changes can be made in the gf value of 

the line with little change in the line strength. An exhaustive discussion of 

the complications in detennining solar gf values and damping constants is 

given in Peterson et al. (1990). However, since thete are so few laboratory- 

determined values for the Fe 1 lines in the spectral region examined h m ,  we 

have no other choice but to use the Sun as our % r n a ~ e . ~  



Cornparison of Fe 1 gf Values 

4 -3 -2 - 1 O 

Fe i log gf Value from Kurucz 

Figure 3.5: A cornparison of the gf values for Fe 1 derived from this work 
and those piven in the line list firom K m c z .  Equality is indicated by the 
solid line. 
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Other lines: There are a number of other interesthg comparisons to be 

made in Figs. C.1 - C.7. Note f i s t  that the continuum window at - 869.9 

nm (99% level) shows an approximate 0.25% error between the synthetic 

and solar spectrum; no rectification of the solar to the synthetic spectrum 

was done before this cornparison (note, however, that the spectra shown in 

Fig. 3.6, Bir wavelengths, have been rectified). 

Where one can find unblended CN lines, the overall strength of the syn- 

thetic lines is approximately correct. This shows that the CN dissociation 

energy of 7.77 eV (Costes et al., 1990) adopted for these calculations is close 

to the true value. (This value is lower than the 7.9 eV used in the line 

h u e  description given in Sec. 3.2.2 above). There are a number of CN h e s  

which are systematically too red by about 0.02 nm, and further wosk will be 

needed to ident* the transition(s). In early comparisons of the K w c z  CN 

lines and the Jgrgensen CN lines, it was noted that the J~gensen  lines were 

systematically bluer. For the line Est used in these calculations, the Kurucz 

data were accepted by default for duplicate CN lines. The Jgrgensen line list 

has not yet been tested against observations, but will be in the fature. 

In general, the gf d u e s  and/or broadening parameters for the stronger 

Si 1 lines are too small, as is evident in the multiplets at 873.04, 873.10, 

and 873.17 nm; and 874.48, 875.36, and 875.44 m. (The gf vahes for the 

Si 1 multiplet at 864.87,865.08 and 868.87 nm were adjusted to fit.) Since 

the branching ratios seem to be accurate, the absolute strength of these 

lines, or the broadening coefficients, has been underestirnated and an overall 

correction can be used. The lines of Mn I show obvions hyperfine splitting; 

hyperfine splitting will need to be induded before any abundance analysis is 
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possible for this dement. The Paschen 15 and 14 lines at 866.740 and 875.29 

nm are calcdated accnrately. The Al 1 multiplet at 877.53 and 877.63 nm 

dso match well. As a final comment, t h a e  are a number of blends of lines of 

equd strength (for example, Ni 1 and S 1 blended with CN) which will make 

abundance analysis difficult for these elements. The blending between the 

Na I lines and CN lines between 865.2 and 865.4 nm is partieulady relevant 

for the SSynth caledations for the stars in the sample as it was difficult to 

get a good match between the synthetic and obsetved spectra around these 

lines. 

The Ca II line: Figure 3.6 shows the comparison between the synthetic 

spectrum (using a conservative -6 dex line-blocking error) and the solar 

central intensity spectnim for the wavelength interval (866.214 f 1.5 nm, air 

wavelengths) which foms the foundation for the derivation of the surface 

gravity, metallicity, microturbulence, and individual demental abundances 

of the stars in this study. Adjustments were made to most of the lines in 

this interval, when necessary, to achieve the match given in Fig. 3.6 (see 

Figs. C.l and C.2 for more line identifications at vacuum wavelengths). The 

continuum windows (98% level) at - 865.15 and 867.65 nm were matched 

for this comparison. 

1 used a process similar to that given in SD88 to determine the broad- 

ening coefficient fiom collisions by hydrogen. SD88 obtained the gf value 

and the coefficients for broadening by helium and electrons fkom 0th- re- 

search and then duived the hydrogen broadening coefficient based upon 

the Ca II profile alone calculat ed using the Holweger-Müller at mosp here. 
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Synthetic vs. Solar Central lntensity 

Wavelength (nm) 

Figure 3.6: A comparison between the Kitt Peak solar central intensity spec- 
tmm (solid Eue, s a  text) and the synthetic intensity spectrum (dotted line), 
calculated with a -6 dex blocking error, for the region around the Ca II line 
at 866.214 nm, air wavelengths, f 1.5 nm. The comparison is shown both 
on a normal (Mt axis) and an expanded (right a x i s ,  heavier weighted lines) 
scale. 
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My calculations d8aed in that 1 adopted the slightly larger loggf values 

fkom Kurncz and Peytremann (1975) for the Ca II triplet lines, included d 

of the lines in the wavelength interval (i.e., those not eliminated under a 

-6 dex he-bloeking error), and ased the Kunicz solar atmosphere. Using 

log g f = -0.73 for the 866.214 nm line, 1 derived a hydrogen broadening 

coefficient of l 0 g 7 ~ l f i  = -9.28, 0.1 dex lower than that derived by SD88. 

1 adopted the other broadening coefIicients and temperature dependence 

as given by SD88 with some minor adjustments. The coefficients for broad- 

ening by hydrogen, helium and electrons have been rescded fkom 5000 K to 

adjust for the temperature dependence and are quoted here at W-width. 

(Note that SD88 had scaled the helinm coefficient fkom 655 K.) Since the 

Iower, 3d level of the Ca II Line is metastabb, the radiative broadening has 

been determined from the lifetime of the upper, 4p levels. According to SD88, 

this lifetime is precisdy known. The hydrogen and helium parameters are 

assumed to vary as To-' and the Stark parameter as To-l7 throughout the at- 

rnosphere. The broadeniog parameters (quoted for fidl width half maximum) 

are as follows: 

logya/Na = -9.28 rad s-'cm3 (3.11) 

log yHe/Nac = -9.7 rad s-'cm3 (3.12) 

log .ls/N. = -6.15 rad s-'cm3 (3.13) 

log 7~ = 8.18 rad se' . (3.14) 

The total broadening is thus: 
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The Ca II i&ared triplet line lies on the square-root or damping part 

of the cuve  of growth. Any change in the line parameters changes the 

depth of the wings (Mihalas, 1978, Fig. 10-1). I€ the gf-due or the calcium 

abundance adopted here are found to be in enor, the hydrogen broadening 

coefficient must be adjosted to maintain consistency with the Ac, g f rH/ NH 
(Aca being the abundance of calcium) d u e  for the solar spectwm. 

Figs. 3.6 shows a much better fit to the entire Ca II line than that 

achieved by SD88, even to within f 0.1 n m  of the line core whve non-LTE 

etfects shodd prevail. Figure 3.6 also shows the wd-known asymmetry of 

the liae core, due perhaps to largescale motions in the lower chromosphere 

(SD88). 

Solar fiwc cornparison 

Afta the adjustment of the line-spedc parameters, the next step is to cal- 

d a t e  the steltar flux spectra, convolve the spectra with the appropriate 

rotation-macroturbulence of the star, and then with the estimated instru- 

mental profile. The uncataiaty in this step is determining the instrumental 

profile. 1 proceeded with this analysis under the assumption the instrumen- 

tal profiles of the CFHT and DAO telescopes would be sMilar due to the 

similarity of the spectrographs. Booth et al. (1989) analyzed the instnimen- 

tal profile of the DAO 1.22-m coudé spectrograph using the same Reticon 

detector and Richardson image slicer used in our observations. Figure 7 of 

their report shows the broad, extensive wings of the profile indicative of a 

ratha high level of instrumental scattered Iight: of o rda  10% at 632 m. 

For t his analysis , 1 modeled the instrument al profile by adding a cons tant 



CHAPTER 3. SPECTRUM SYNTHESIS 

(and renormalizing) for the instrumental scattered light and convolving each 

spectnun with a Ganssian for the instrumental resolution. The accuracy of 

this approximation can be tested because, fortunately, we have DAO and 

CFHT solar flux spectra observed with the same instrumental set up as the 

other spectra These observed spectra can be compared with the digitized, 

high-quality Solar Flux Atlas (Knnicz et al., 1984), which was also observed 

with the Kitt Peak FTS. This spectnun has a resolving power of 522,000 in 

the infi.ared and a signal-tenoise ratio of between 2,000 and 9,000. Since all 

spectra contai. the macroturbulence and rotation broadening from the Sun, 

the only difference should be the instrumental profiles contained in the DAO 

and CFHT spectra. 

The algorithm adopted for the correction for the instrumental scattered 

light is discussed in detail by Gray (1992). We modified his Eq. (12.16) to 

derive the observed spectrum rather than the “truc" spectnun: 

where 4 is the observed flux, c denotes the  continuum, Fo is the true flux in 

the absence of instnunental scattering (i.e., that calculated by SSynth), and s 

is the scattering fraction. This simplified formula will not work in a crowded 

spectral region nor where only a few strong lines dominate (e.g., the spectrum 

of an A0 V star). This formula also does not correct the inversesquare wings 

of the Ca II 866.2 nm line as accurately as would a more detailed treatment 

of the instrumental profile. 

Stephenson Ysng obtained the DAO solar spectrum on 6 January 1989 

by obsuving the reflection off the inside of the dome of the 1.22-m telescope. 



Kitt Peak - DAO Solar Flux Cornparison 
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Figure 3.7: A cornparison of the DAO solar flux spectnun (dotted line) with 
the Kitt Peak FTS solar flux spectrum (solid line) corrected for 5% light 
scattering and convolved with a Gaussian having u = 4.2 km s-'. The 
spectra are shown both on a normal d e  (lefi axis) and expanded sale 
(right axis) . 
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The signal-tenoise ratio is over 2500 per pkel in the continuum. Figure 3.7 

compares this DAO spectrum with the Kitt Peak flux spectrum corrected 

for 5% scattering and convolved with a Gaussian with a = 4.2 km s-'. The 

DAO s p e c t m  was rectified to the Kitt Peak spectrum. The figure shows 

that the approximation for the instrumental profile of the 1.22-m telescope 

gives differences between these two spectra of typically less than 0.25% for 

this spectral interval. The scattering level is about half that estimated by 

Booth et al. (1989), implying that the scattered light is less in the near 

bfkared. 

The spectral purity, 6X, can be calculated by: 

6X = Pw' , (3.17) 

where P is the reciprocal linear dispersion and w' is the projected slit width 

(Schroeder, 1987, Eq. (12.2.2)). The projected slit width6 for the Richardson 

IS32R image slicer is given as 36 pm. At a reciprod dispersion of 0.48 nm 

mm-L, bX = 0.0173 nm. The FWHM of the convolved Gaussian is 2.3540 or 

9.89 km s-'. This corresponds to 6X = 0.0286 nm and an effective projected 

slit width at the Ca II line of - 60pm. The larger effective slit width is 

due to a combination of factors: 1) there is some spherical aberration in 

the spectrograph (Booth et al., 1989); 2) electrons excited by Iower-energy 

photons tend to diffuse between pixels more than those excited by higher- 

energy photons; 3) the four gratings of the mosaic are not perfectly aligned; 

and most importantly, 4) the focal plane is c w e d  at the Reticon and thus 

the spectrum is not in focus. 

6Given in the on-line instrument mannals for the 1.2-m tdcscope at: 
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Kitt Peak - CFHT Sofar Flux Cornparison 
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Figure 3.8: A cornparison of the CFHT solar flw spectrum (dotted line) 
with the Kitt Peak FTS solar flux spectnun (solid line) corrected for 5% 
light sattering and convolved with a Gaussian having a = 4.2 km s-'(see 
text). The spectra are shown both on a normal scde (left ax is )  and expanded 
scale (right a i s ) .  
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The spectrum of the Sun was obtained at the CFHT on 12 December 

1984 through observations of the 20-dy old moon. The signal-to-noise ra- 

tio is approximately 1200 per pixel in the continuum. Figure 3.8 compares 

the CFHT spectnun with the Kitt Peak spectrum again corrected for 5% 

scattered light and convolved with a Gaussian having u = 4.2 km s-'. The 

approximation for the instrumental profile of the 3.6-m telescope gives differ- 

ences between these two spectra of typicdy less than 0.5% for this spectral 

interval. Close examination of the expanded spectra of Fig. 3.8 reveals that 

the actual resolution of the CFHT spectrum is higher than that implied by 

the Gaussian used. A Gaussian with u z 3.8 km s-l better matched the 

resolution, but then there was no constant which could be added to correct 

for the scattered light which wodd simultaneously create a match with the 

line cores of the strongest Iines and the wings of the Ca II line. The DAO 

values were then simply adopted. The projected slit width7 of the Richard- 

son CF4Red image slicer used at the CFHT is 34pm. Since the reciprocal 

linear dispersion was also - 0.48 nm mm-', 6A = 0.0163 nm. The FWHM 

corresponding to the Gaussian with u = 3.8 km s-' is 0.0258 nm, or, since 

the dispersion is 0.00712 nm pixel-1, a projected slit width of 54pm. The 

spectra observed at the DAO are slightly better sampled than those at the 

CFHT. 

As mentioned, the comparison between the Kitt Peak and CFHT solar 

flux spectra shows that the use of the DAO instrumental profile results in 

http://www.d~.nrc.ca/DAO/TELESCOPE/telescopc. 1-2m.html 
7Previoiuly given in the on-line manuah for the CFHT instruments at: 

ht t p://cadcwww.dso.nrc.ca/cfht / d t .  html. This information has now been removed fiom 
the instrument marnais as the image slicu is no longer ased 
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difkrences which are typicdy less than 0.5%. Future work will involve a more 

robust model of the instrumental profde for both telescopes. We have records 

of the arc lamps taken with each grating and may be able use these to model 

the time dependent instrumental profile with a Gaussian for the line core, a 

Lorenzian between 25 and 90 pixels from line center, and a pseudo-Lorenzian 

with a power of 1.6 beyond 90 pixels, as was done in Booth et al. (1989). 

One should note, however, that our approximation to the instrumental profile 

qualitatively compares just as well, for many more lines, with the Solar Flux 

Atlas as the spectra shown in Fig. 8 of Booth et al. (1989). 

Figure 3.9 compares the spectnun of fl  Geminorum taken at the CFHT 

with that taken at the DAO. The top figure shows the ratio of the two spectra; 

the standard deviation of the residuals for the complete spectrum is 0.01 18. 

The bottom figure overplots the CFHT spectrurn (solid line) on the DAO 

spectram (dotted line), and shows in a slightly different manner the difFerence 

in the scattered light and resolution for each spectrograph. The cores of the 

stronger lines are shdower in the CFHT spectnun, up to 10% in some cases. 

The Merences between the spectra will have a systematic &ect on the value 

of C, and to a lesser extent on the abundances, derived fiom the spectra fiom 

each observatory in the sense that the DAO values d be larger. Even so, 

this comparison &es an indication that o u  results are reproducible between 

observatories at an approximate 1% levd. This comparison can be extended 

to other stars where we have duplicate spectra between observatories or where 

we have multiple reference spectra for individual stars at each observatory. At 

the present t h e ,  the systematic errors in the line data are much p a t e r  than 

those arising fiom the reprodacibility of out results between observatories. 
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Cornpanson of /3 Gerninomrn Spectra: CFHT vs. DAO 

Wavelength (nm) 
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Figure 3.9: A cornparison of spectra of P Geminorum observed both at the 
CFHT and the DAO for the region 864.7-867.7 nm. The top figure shows 
the ratio of the CFHT and DAO spectra; the standard deviation for the full - 14 nm is 0.0118. The largest difference is in the amount of scattered light 
in each s~ectrograph; the scattered light is greater in the CFHT spectnun. 

C 
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Figure 3.10 and 3.11 compare the corrected synthetic flux spectrum with 

the DAO and CFHT spectra. In addition to the instrumental profile, the 

synthetic solar flux spectrum must &O be convolved with the rotation and 

macroturbulence profiles of the Sun. The Sun rotates differentially with re- 

spect to latitude, with periods ranghg fÎom 25 to 30 days, the maximum 

v sini being about 2 km s-'. Since the Doppler shift also varies across the 

disk of the Sun, the largest shift will occur at the limb at the equator. Gray 

(1992, Fig. 17.5), gives an example of a disk-integrated rotation profile, and 

shows that it is non-Gaussian. The macroturbulence of the Sun is estimated 

to be about 1.0-1.2 km s-'. A consideration of the anisotropy of macro- 

turbulence and the integration across the disk l a d s  to the macroturbulence 

-ion, also non-Gaussian, shown in Gray (1992, Fig. 18.4). 1 reproduced 

these rotation and macroturbulence profles and convolved them; the resalt- 

h g  profile is nearly Gaussian. Thus, in the solar case where the rotation and 

macroturbulence broadening are nearly equal, we will consider each profîle as 

Gaussian and add the standard deviations quadratically to obtain a Gaussian 

with a = 2.236 km s-'. The exact shape of the rotation and manoturbu- 

Ience poiîles is not important as the line profiles for the Sm are dominated 

by the instrumental profile; thus the convolution which indudes resolution, 

rotation, and macroturbulence is with a Gaussian having a = 4.758 km s-'. 

3.2.4 Post-SSynt h: stellar cornparisons 

Section 3.2.3 discnssed the steps taken to adjust each synthetic spectrum for 

the rotation and maaoturbulence of the Sun and for the light scattering in 

the spectrogrsph and instrumental profile of the telescope; simüar adjust- 
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Synthetic vs. DAO Solar Flux 
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Figure 3.10: A cornparison of the DAO solar spectnun (dotted line) with the 
synthetic flux spectnun (solid line) corrected for 5% light scattering and con- 
volved with a Gaussian with 4 = 4.758 km s-' for rotation-macroturbulence 
and instrumental broadening. The spectra are shown on both a normal (lefk 
axis) and expanded (heavy lines, sight axis) scale. 
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Synthetic vs. CFHT Sdar Flux 
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Figure 3.11: A cornparison of the CFHT solar spectrum (dotted line) with the 
synthetic flux spectram (solid line) corrected for 5% light scattering and con- 
volved with a Gaassian with a = 4.758 km s-' for rotation-macroturbulence 
and instrumental broadening. The spectra are shown on both a normal ( l a  
axis) and expanded (heavy lines, right axk) scale. 



CHAPTER 3. SPECTRUM SMVTHESIS 155 

ments are made for the ot her stars. Ln addition, two more adjustments must 

be made befote one can compare the synthetic and observed spectra for the 

other stars. First, the observed spectmm must be corrected for the relative 

line-of-sight motion of the observer and the star. Second, the observed and 

synthetic spectra must be rectified. IRAF is used for both of these tasks. 

The IRAF' task rucorredis used to correct the observation to the barycen- 

ter of the solar system. The task corrects for the dimal, lunar, annual, and 

solar velocities relative to some specified standard of rest. IRAF scripts have 

been written to do this automatically, with information concerning the right 

ascension and declination of the star, observatory, date of observation, etc., 

provided by the user. The program requkes an estimate of the tme radial 

velocity of the star. This task retums the radial velocity of the star with 

respect to the local standard of rest; the task dopcomct is then used to ac- 

tually shin the observed spectrum. This particular task is used subsequently 

if fine adjustments to the Doppler shift are needed. 

The observed spectra must be rectsed to the synthetic because the ob- 

served spectra retain the influence of any variation of instrumental response 

not removed by flat fielding (discussed in Sec. 2.1.1) plus, possibly, a normal- 

ized residual flux level (introduced in the reduction process) which is different 

from the synthetic one. The synthetic spectrum reproduces the steUar du* 

divided by the continuum: SS = F(X)/F'+(X). The rectified stellar spectrum, 

Sr.& is formed through 
Cl 

where S' is the flat-fielded observed spectnun, Sii, is a linear least-squares 
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fit to this spectrum, and SStit is a lineazt least-squares fit to the synthetic 

spectrum. 

3.3 Gauging the At mospheric Parameters 

The mode1 atmosphere for a star is described by four global parameters: the 

effective temperature, the surface gavity, the metalliuty, and the microtur- 

bulence. Ideally, one would use a large numbu of lines to constrain each 

parameter. Because a limited spectral region is examined here, 1 found only 

a few lines which are suitable for estimating these parameters: the relative 

strength of the Ti 1 867.537 n m  line to Fe 1 867.474 n m  for the effective 

temperature; the wings of the Ca II 866.214 n m  line for the surface grav- 

ity; and the Fe 1 lines at 865.247, 865.440, and 865.667 n m  for [Fe/H] (and 

thus [M/H] assuming all elements scale with iron). The usual practice of 

demanding that the abundances derived fiom weak lines (here, the Fe I lines 

at 865.247, 865.440, and 865.667 nm) match those derived fkom saturated 

lines (here, the Fe 1 line at 867.474 nm) was used for estimating the mime 

turbulence. 

The use of line-depth ratios is an accurate means of deteimining relative 

effective temperatures for cool stars, often to Iess than 10 K (Gray, 1994). 

Bohlender et al. (1992) used the equivalent widths of certain temperature 

sensitive lines in the HF spectral region to derive the relative changes used 

in the A(R - 1) index. These methods are not as accurate in determiriing 

absolute effective temperatures as one must be concerned with accurate con- 

tinuum placement, blending of lines at the continuum, and blending in the 



cores of the h e s  used. 

Spectrum synthesis should prove to be a reliable method of determin- 

ing the absolute value of the dective temperature of a star because of the 

comprehensive way the synthesis calculates the continuum and indudes all 

(known) blended lines. There are two lines in the 864.7-867.7 nm region 

which were used to estimate the effective temperatures of the stars: the Fe 1 

line a t  867.474 nm (multiplet No. 339, excitation energy of 40491.274 cm-') 

and the Ti I line a t  867.537 nm (multiplet No. 69, excitation energy of 8602.34 

cm-'). Figure 3.12 shows the anprocessed SSynth spectra of these two lines 

for two metallicities and surface gravities. One notes that for log g = 4.5 and 

low TetJ both h e s  are saturated and are largely insensitive to temperature; 

the Ti I line is dec t ed  as the calculations go to higher effective tempera- 

tures. The line depth ratios (line depth defined at the minimum of the line 

profle) are not strongly affected by changes in sudace gravity. Figure 3.13 

shows the line-depth ratio of Ti I to Fe 1 as a fùnction of dective tempera- 

t u e  over the same range of metalliùty and sudace gravity and emphksiw 

the temperature sensitivity of the Ti I line, especially at lower metallicities. 

However, this temperature sensitivity also makes the Ti I line susceptible to 

any mors  in the T - r relationship of the atmospheres. Based upon the fits 

to the stellar spectra, 1 estimate an uncertainty of f 50 K for the effective 

temperatures derived hae.  This estimate assumes [TifFe] = O. Since there 

is ody one strong Ti 1 line in the spectral region examined here, the use 

of this line as a temperature iadicator preclndes any independent determi- 

nation of the titanium abundance. Alternatively, 1 could have adopted an 

&ective temperature, perhaps one derived fkom the infirared-flux method, 
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and determined the titanium abundance for each star. These limitations wiU 

be eliminated once the fid spectral region of 14 nm is examined. 

A fit to the wings of the Ca II hfiared triplet line at 866.214 nru was 

used to derive the surfsce gravity for each star. The top graph of Fig. 3.14 

shows the &action of the total line depth, at X = 865.8 nm, contributed by 

each of the individual broadening mechanisms for the Ca II line for an at- 

mosphere with Tclt = 4500 K, ( = 2.0 km s-', [ M / q  = 0.0, and a range 

of log g d u e s .  Broadening by collisions with helium and the electrons con- 

tribute negiigibly. The cross-over for collisional broadening by hydrogen and 

radiative broadening occurs at logg % 2.5. The bottom plot of Fig. 3.14 

shows the 866.2 nm line in isolation for three log g dues,  for the same Terr, 

c, and w/H].  This figure shows the sensitivity of the wings to changes in 

sudace gravity between 0.2 and 1.0 MI fkom line center. 

For the stars considered here, Ca II is the dominant ionic stage of calcium 

and H- opacity is the dominant source of continuum opacity. Because of this, 

one expects the Ca II Lines to strengthen as pressure decreases for these stars 

(due to the decrease in electron pressure, P,) where radiative broadening 

dominates and to strengthen as pressure increiwes where pressure broadening 

dominates. This can easily be shom analyticdy. Where H- dominates, 

the continuum opacity n, a n, a P.. 

l' a P,, + P, + constant, I' behg the 

helium, and electrons, and the radiative 

pressure. Thus, 

The Eue opaaty, t, cc I', where 

total broadening from hydrogen, 

contribution, and P,, is the gas 
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Temperoture Sensitivity of Ti I at h 867.537 nm 

Wavelengt h (nm) Wavelength (nm) 

Figure 3.12: The Terf sensitivity of the l o w d t a t i o n  Ti 1 line at 867.537 
nm, relative to the Fe 1 line at 867.474 nm is shown as a fuction of w / H ]  
= 0.0 and -0.5, logg = 4.5 and 1.5, ( = 2.0 and Tefr = 3750 K (solid line), 
4250 K (dotted line), 4750 K (dashed line), and 5250 K (dash-dot line). 
These spectra have not been convolved with any additional broadening. 
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Figure 3.13: The line-depth ratio (line depth defined at the minimum point 
of the line profde) of the temperatarcsensitive, low-excitation Ti I line at 
867.537 n m  to the Fe I line at 867.474 nm for two [M/H] and logg values. 
The Ti 1 line is most sensitive to changes above 4200 K at lower metallicities. 
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Ignoring the negligible contribution from helium and Stark broadening and 

any temperature dependence, we find: 

for large values of log g, and 

for s m d  values of log g. 

Figure 3.15 shows a more quantitative measurement of the change in the 

equivalent width of the Ca II line as a function of surface gravity and two 

metdlicities for Terr = 4500 K and { = 2.0 km s-'. For [M/H] = 0.0 and 

logg > 3, WA cc g1/30. For [M/H] = 0.0 and log g < 1 (where radiative 

broadening t d y  dominates), WA o: g-1'2. These relationships steepen and 

flatten respectively for the @M/W= -0.5 value due to increasing gas pres- 

sure at lower metallicities. The dependence of WA on surface gravity difk.rs 

fkom similar arguments given by Jergensen et al. (1992) and the qualitative 

relationship given by their Eq. (4), 

where q,,, c,, and c, are fitting constants. However, we predict the same 

o v e r d  behaviot of the equivalent width of the Ca II line as Jergensen et al. 

(1992), as a cornparison of our Fig. 3.15 and their Fig. lb-c shows. 

The exact psrametric behavior of the Ca II idkared triplet lines has been 

the topic of active discussion since the mid-1980's. J~rgensen et al. (1992) 

summarize the Muent  approaches taken and the respective conclusions. 
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Figure 3.14: Top: the relative contribution of the four broadening mecha- 
nisms to the total Lue depth of the Ca II 866.2 nm line at A = 865.5 nm. 
Bottom: the line profile of Ca II 866.2 nm as a function of surface gravity. 
Note particularly the sensitivity of the wings between 0.2 and 1.0 nm fkom 
line center. These caiculations were for w / H ]  = 0.0, Tetl = 4500 K, [ = 2.0 
km s-l. 
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Figure 3.15: The equivalent width, WA, of the Ca II 866.2 n m  line vs. sarface 
gravity for Tetf = 4500 K, ( = 2.0 km s-', and p / H ]  = 0.0 and -0.5. The 
equivaent width is particnlady sensitive to decreasing surface gravity below 

log g 2.0 whae radiative broadening begins to dominate. 
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[MM] Sensitivity of Two Fe I Lines 

Wavelength (nm) Wavelength (nm) 

Figure 3.16: The change in two Fe 1 lines as a function of abandances, [M/H] 
= -0.5,-0.2, and 0.0, for Tefr = 4000 and 5000 K, andlogg = 4.5 and 1.5. 
The [ M / a  value for the stars was derived fkom profile fits to the Fe 1 lines 
at 865.247, 865.440, and 865.667 (not shown) m. 



CHAPTER 3. SPECTRUM SYNTHESIS 

Fe I Lines Used for Deriving [M/H] 

Figure 3.17: The line depth as a function of rnetaIliuty, p / H ] ,  for the Fe 1 
Luies at 865.247, 865.440, and 865.667 nm for Ter, = 4000 K, log g = 4.5 
(füled circles); Terr = 4000 K, log g = 1.5 (open squares); Teff = 5000 K, 
log g = 4.5 (med triangles); and TetI = 5000 K, log g = 1.5 (stars). Blending 
with CN lines flattens the correlation at low Ter, and log g. The dotted h e s  
represent the dope weak lines would have in this cornparison. 
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The consensus now is that the strength of the Ca II i&ared triplet lines 

depends on T e f f ,  logg, and [M/H]. Stars with lower abundances tend to 

have an overabundance of the a dements. Thus, the relative abundance 

of Ca II is a h c t i o n  of [MIHI. Since the Ca II 866.214 n m  line is on the 

square-mot part of the c w e  of growth, one also expects WA a Jz. The 

equivalent width of the Ca II h e s  is also d e c t e d  by the relative increase 

in the abundance of the electron donors, principally Si and Mg. The Ca II 

lines cannot be dependably used as a surface gravity indicator unless an 

independent measure is made of the Ten (accomplished here through the 

Fe I and Ti 1 lines) and [M/H] of each star (derived here 6om the Fe 1 

lines). Fos an assumed [CalFe] valne, I estimate the uncertainty in the log g 

values derived here to be zt0.05 for the dwarfs and f 0.2 for the giants. These 

uncertainties are based on the quality of the fits to the spectra, and are higher 

for the giants because the fits are harder to judge. That is, even though the 

wings of the Ca II line are more sensitive to changes in logg at s m d  log g, 

the wings are "contaminatedn by line blending and the profile is fit at only 

a few points (compare Figs. 3.20 and 3.24). 

The [M/H] value for the stars in this study was derived priniarily through 

the synthetic fit to three Fe I lines at 865.247, 865.440, and 865.667 nm 

(multiplet Nos. 1050, 623, and 1269). The metallieity sensitivity of the fist 

two lines only (for darity) is shown in Fig. 3.16 for [ M / q  = 0.0, -0.2, 

and -0.5, and T e f f  = 4000 and 5000 Ky logg = 4.5, and 1.5. Figure 3.17 

shows a synthetic (unconvolved) cornparison of the line depth (defined at 

the minimum of the line profile) of each line for the three values of [MIH], 

and two d u e s  of Tejr and logg. The dotted lines indicate the dope that 
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weak lines would have in this comparison. All three lines are on or near 

the linear part of the c w e  of growth. The smaller gowth in line strength 

with metallicity for Teff = 4000 K and logg = 1.5 (open squares) is due to 

strong blending with CN lines, lines which appear to be on a different part 

of their c w e  of growth. Again, based upon the spectra fits, 1 estimate the 

uncertainty in w/Hl is f 0.2 dex (assuming [M/H] follows [Fe/H]). 

Once the [M/H] valne was determined for the star and once the relative 

line depths of the Ti 1 and Fe I lines was calculated approximately, the mi- 

aoturbulence d u e  was adjusted until the line strengths of these two lines 

matched those in the observed spectnun. These lines w a e  particularly sen- 

sitive to the choice of (, and thus 1 estimate the uncertainty in the derived 

value of to be f 0.2 km s-'. 

Since the v sin i and macroturbulence values are represented by a single 

convolved Gaussian, 1 can determine only the standard deviation of the final 

Gaussian: Y = d m .  Since the equident widths of the lines are 

not dec ted  by changes in these parameters, with experience, one c m  judge 

whetha or not a change in T will improve the match between the spectra. 

Most of the v sin i and macroturbdence values listed in Table 1.3 are fkom 

the work of D. F. Gray. The profiles used h a e  to transform the synthetic 

spectrs for the dec t s  of u sin i and macrotnrbdence are defmed Wérently 

t han those given in Gray (1992). For the dwarfs in t his sample where u sin i 

and macroturbulence are comparable, the different treatments do not mat- 

ter, as a later comparison of Tables 1.3 and 3.2 wilI show. Figure 18.9 of 

Gray (1992) shows that for bnght gisnts and supergiants, mean vaiues of the 

maaoturbulence range firom 5-10 km s-', and thus, since v sin i is typically 
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less than 1-2 km s-' for these stars, macroturbulence wiu be the dominant 

broadening mechanism. Gray (1992) uses a much more complicated formula 

for deriving his Cm values [see his Eq. (18.9)]. Hïs values are given as the 

most probable velocity, f i  Iarger than an rms velocity. For our calcula- 

tions, we consider the macroturbdence as strictly isotropic and wiU quote 

the Gaussian dispersion. 

3.4 Results and Discussion 

As 1 alluded to earlier, because of the interdependence of the line profiles 

and line strengths on the stellar parameters, there is more than one approach 

which rnay be taken when calculating synthetic spectra. One rnay determine 

all parameters simultaneously (and recognize that the solution may not be 

unique), or one may choose to independently constrain one or more of the 

parameters and derive the remaining parameters. Examples would be to 

adopt an effective temperature derived fkom the infkared flux method and/or 

a surfsce gravity value fkom theoretical interior models. One wouid then be 

fkee, foi example, to change the overd metallicity of the star and individual 

elemental abundances. To avoid any systematic errors present in the other 

research, I chose to derive al1 of the global parameters based on SSynth resdts 

alone and falculated a number of synthetic spectra for each star starting with 

the values given in Table 1.3. A line-blocking aror of 0.1% was used in the 

stellar calculations. 

As shown in Table 1.2, there is a large range of published values for Fe/H] 

for the dwarfa in this sample, and for Terr, log g, and [Fe/II] for the evolved 
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stars. The uncertaidy in ( &es for most of the stars is approximately 50%. 

The values of the global parametas will depend upon the initial solar model, 

the stellar model atrnospheres, the completeness and accuracy of the equation 

of state calculations, the quality of the observed spectra, plus other factors. 

The comparison between the SSynth results and those of the compilation of 

Cayrel de Strobel et al. (1992), McWilliam (1990, hereafter McWSO), and 

othas given in Table 1.3 is discussed below. 

ARer following each step listed in Sec. 3.2.4,I found that in some cases 

the observed spectrum needed to be muttiplied by an additional constant 

to match the synthetic pseudocontinunm points at 864.75 and 867.23 m. 

This is because the rectification was made using the entire 14 n m  where the 

overail line strengths and thus the means of the spectra can be disparate 

because of unadjnsted solar gf values. In addition, there was an excess of 

flux at the blue edge of each observed spectrum for the dwarfs, especidy 

for 61 Cygni A. 1 empirically determined the wavelength at which the excess 

flux seemed to disappeat, fit a linear h c t i o n  between the blue edge and this 

wavelength, and ratioed the region of excess flux with the fitting function. 

This procedure is not ideal, does not address the reason for the excess flux 

(unknown at this time), and may lead to asymrnetnc profiles for the Ca II 

wings and erroneous abundances for the Si 1 line in the region. These possible 

shortcomings will be diminished or will become insignificant once the fi.~.U 14 

n m  region i s  explored. Once the pseudocontinuum match was made at the 

two wavelengths, I made a visual line-by-Iine comparison and then computed 

a new spectnun with individual or multiple parameter changes and repeated 

the process. 



Synthetic vs. 36 Ophiuchi A (CFHT) 

Wavelength (nm) 

Figure 3.18: The calculated synthetic spectrum (solid line) vs. the observed 
stellar spectrum for 36 Ophinchi A. The synthetic spectrum was dculated 
using TefI = 5125 K, logg = 4.67, [M/W = -0.25, and ( = 1.4 km s-l. 
Y = 2.34 km 8-' (see Table 3.2). No abundance anomalies were assumed. 
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Synthetic vs. 36 Ophiuchi B (CFHT) 

Wavelength (nm) 

Figure 3.19: The calcdated synthetic spectrum (solid line) vs. the observed 
stellar spectnun for 36 Ophiuchi B. The synthetic spectnun was calcdated 
using Tett = 5125 K, logg = 4.67, [M/H] = -0.25, and = 1.4 km S-l. 

Y = 2.06 km s-' (see Table 3.2). No abundance anomalies were assumed. 
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Synthetic vs. 61 Cygni A (CFHT) 

c. - 
O - '  ! ! l r r i t l 1  i t ' l f  

866.8 867 867.2 867.4 867.6 

Wavelength (nm) 

Figure 3.20: The calculated synthetic spectrwn (solid line) vs. the observed 
stellat spectrum for 61 Cygni A. The synthetic spectrum was calculated using 
Teft = 4545 K, logg = 4.55, [M/H] = -0.40, and 6 = 1.5 km s-l. T = 1.8 
km s-' (see Table 3.2). No abundance anomalies were assumed. 
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Synthetic vs. 61 Cygni €3 (CFHT) 

Waveiengih (nm) 

Figure 3.21: The calculated synthetic spectrum (solid line) vs. the obsaved 
s te l l a r  spectnun for 61 Cygni B. The synthetic spectnim was calculated using 
Telf = 4150 K, logg = 4.55, w/H]  = -0.40, and ( = 0.7 km s-'. T = 0.1 
km s-l (see Table 3.2). No abundancc anomalies were assumed. 
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Synthetic vs. @ Geminorum (DAO) 

Wavelength (nm) 

Figure 3.22: The calculated synthetic spectrum (solid line) vs. the observed 
stellar spectrum for f l  Geminonim. The synthetic spectrnm was calculated 
using Telt = 4850 K, logg = 2.5, p/q = 0.0, and 6 = 1.5 km s-'. Y = 1.8 
k m  sml(see Table 3.2). No abundance anomalies were assamed. 
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Synthetic vs. 6 Sogittorii (CMT) 
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Figure 3.23: The calculated synthetic spectrum (solid line) vs. the observed 
stellar spectrum for d SagittaRi. The synthetic spectruxn was calculated 
using Telf = 4350 K, log g = 1.3, [M/H] = -0.15, and ( = 1.7 km s-'. 
T = 3.2 km s-'(see Table 3.2). Abundance changes: [C/Fe] = -0.15, [Si/Fe] 
= -0.15, "C/13C = 9. 
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Synthetic vs. a Tauri (DAO) 

Figure 3.24: The calculated synthetic spectrwn (solid h e )  vs. the observed 
stellar spectrum for a Tauri. The synthetic spectram was calculated nsing 
T e f f  = 3850 K, Iogg = 0.9, w/H]  = -0.15, and [ = 2.0 km s-'. T = 2.12 
km s-'(sec Table 3.2). ~btmdance changes: [c~/F=] = $0.2, [Si/Fe] = +0.7, 
12C/13C = 25. 



CHAPTER 3. SPECTRUM SYNTHESIS 

Synthetic vs. E Pegasi (CFHT) 

866.8 867 867.2 867.4 867.6 

Wavelength (nm) 

Figure 3.25: The calculated synthetic spectnim (solid line) vs. the observed 
stdar spectnun for E Pegasi. The synthetic spectrum was calculated using 

= 4350 K, logg = 0.85, [M/H] = -0.20, and = 3.0 km se'. f = 5.66 
km &(sa Table 3.2). Abundance changes: [CalFe] = +0.2, [Si/Fe] = -0.1, 
[ClFe] = -0.2, '2C/13C = 5. 
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Figures 3.18 through 3.25 show the results of the "chi-by-eye" iteration. 

The iterations were generally stopped when an overall match of better than - 1% was achieved. As mentioned earlier, in theory one should be able to 

use the particnlar sensitivity of each line or sets of lines to derive the corre- 

sponding parameter. In practice, each line or sets of Hnes has a dependence 

on ot her global parameters making msnual adjus tment of the parameters 

complicated and somewhat intractable. This procedure will become even 

more onerous when the full 14 nrn is analyzed. 1 discuss the need for a 

least-squares fitting program for this process in Chapter 4. 

In spite of the shortcomings of the visual fitting process, the overd 

agreement with each spectnun is encouraging, as Figs. 3.18 through 3.25 

show. The parameters from the fits are summarized in Table 3.2; the direct 

comparison between published and derived atmospheric parameters are sum- 

marized in Tables 3.3 and 3.4. One should continue to keep in mind that, at 

most , t hree lines were used to determine each parameter. Following is a brief 

discussion of the results for each star: fkom the dwarfs to the supergiant, and 

from hotter to cooler stars in each luminosity clas. 

3.4.1 The K Dwarfs 

36 Ophiuchi AB: The stars in this binary systern are nearly identical 

twins. The same SSynth dculation was used for both stars, with the s m d  

differences in the v sin i values noted in Table 1.3 considered in the T value. 

The diffaence in the core of the 866.2 nm line is explained by 36 Oph A% 

more chromospherically active st atus. The derived global paramet ers are: 

T e f f  = 5125 K, log g = 4.67, [M/H] = -0.25, ( = 1.4 km s-' (see Table 3.2). 
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Table 3.2: Derived global parameters for the s t e l k r  sample 

DWARlFS 
36 Oph B 5125 
36 Oph A 5125 
61 Cyg A 4545 
61  Cyg B 4150 

GIANTS 
p Gem 4850 
8 sgr 4350 
a Tau 3850 

SUPERGIANT 
E Peg 4350 

t T2 = (v sin i )2 + C2 
l No abundance anomalies used, 12C/13C = 90 
' [Si/Fe] = -0.15, [ClFe] = -0.15, 12C/13C = 9 

[CalFe] = +0.2, [SiFe] = +0.7, 12C/13C = 25 
' [CalFe] = +0.2, [Si/Fe] = -0.1, [C/Fe] = -0.2, l2C/13c = 5 

Note: No quantitative measare was made of the uncertainties. Based upon 
the flexibility in each parameter giving similar "best" fits to a single 
spectrum, I estimate uncertainties of f 50 K in Tefl(assaming [Ti/Fe] = 0); 
f 0.05 dex in log 9 for the dwarfs, f 0.2 dex in log g for the giants (assuming 
a given [Ca/Fe], s a  tesct); f 0.2 in [M/H]; f 0.2 km se' in E; and f 1 km s-l 
in T. 



Table 3.3: Published vs. derived effective temperature and surface gravity 
d u e s  

36 Oph B 5100 
36 Oph A 5125 
61 Cyg A 4543 
61 Cyg B 4332 

Gem 4850 
6 st? 4180 
a Tau 3910 

c Peg 4350 4350 O 

log g$ (cm s-' ) log g* (cm sd') A log g (cm s-' ) 

36 Oph B 4.60 
36 Oph A 4.60 
61 Cyg A 4.50 
61 Cyg B 4.60 

p Gem 2.96 
6 s€F 2.23 
a Tau 1.59 

c Peg 1.00 O .85 -0.15 

$ Published values from Table 1.3 
* Values dvived from this work; see Table 3.2 for estimates of the 
uncertainties. 
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Table 3.4: Published vs. derived metallicity and microturbulence d u e s  

36 Oph B -0.16 -0.25 -0.09 
36 Oph A -0.15 -0.25 -0.10 
61 Cyg A -0.05 -0.40 -0.35 
61 Cyg B -0.19 -0.40 -0.21 

p Gern -0.12 
6 Sv -0.01 
a Tau -0.11 

e Peg -0.07 -0.20 -0.13 

6 # (km s-') E* (km s-') A( (km s-l) 

36 Oph B 1.0 
36 Oph A 1 .O 
61 Cyg A 1.0 
61 Cyg B 1.0 

,8 Gem 
8 sg 
a Tau 

$ Published values from Table 1.3 
* Values derived fkom this work. 
Note: [M/H] assamed [Fe/H]. 



1 used the v sin i and rnacroturbulence values given in Table 1.3 for each star. 

Within the estimated m ors  for Tefr (rt50 K), [M/H] ((f0.2 dex), and log g 

(f 0.05 dex) the derived global parameters agree with the published values 

(see Tables 3.3 and 3.4). 

It is interesthg to compare these observational results with the theoret- 

ical models. The Bright Star Catalog (Hoffleit and Warren, 1991) lists the 

visual magnitudes as 5.07 and 5.11 for A and B respectively. The p a r d a x  

(van Altena et al., 1991) is 0.1874I0.0093. Assuming a bolometric correction 

of -0.27, [iterpolated from the grids given in VandenBerg (l985)], the range 

of bolometric magnitudes, within the 99% confidence interval for the paral- 

iax, is 5.87 5 MW < 6.43 for A, and 5.91 5 MM 5 6.47 for B. Figure 3.26a 

shows that the effective temperature and bolometric magnitude of these two 

stars places them on an evolutionary track for a star with 0.7 5 M / M a  

< 0.8. The log g values derived fkoom SSynth dculations are consistent with 

t hese evolutionary tracks. 

61 Cygni AB: As shown in Table 3.2, the global s t d a r  parameters for the 

"best fit" SSynth dculations for 61 Cygni are T e f f  = 4545 K, logg = 4.55, 

[M/H] = -0.4, and ( = 1.5 km se' for A; and Terr = 4150 K, logg = 4.55, 

[ M / a  = -0.4, and C = 0.7 km s-' for B. The vsin i and rnacroturbulence 

parameter, T, is 1.8 km s-' for A, and 0.1 km 6-' for B. For 61 Cyg B, T is 

much smaIler than 1.6 km s-' calculated &om the v sin i and maaoturbulence 

values given in Table 1.3. The effective temperatures derived for these two 

stars indicate that component A is approximately 400 K hotter than B. 

Even with a line-blocking error of 0.1% (- 92% of the lines eliminated), the 



CHAPTER 3. SPECTRUM SYNTHESIS 

Figure 3.26: a: VandenBerg evolutionary tracks for [Fe/H] = -0.3, M / M o  
= 0.7 and 0.8. The error bars represent the 99% confidence interval based 
on the pa~allmt for these stars (van Altena et al., 1991). b: VandenBerg 
evolutionary tracks for Fe/H] = -0.4, M / M o  = 0.5, 0.6, and 0.7. The un- 
catainties in the bolometric magnitudes, based upon the measured paralla, 
are contained within the point &es. 
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pseudocontinuum of the synthetic spectrum of 61 Cyg B, shown in Fig. 3.21, 

is inundated with hundreds of Ti0 lines, approximately 200 per nm. 

Fig. 3.26b compares t hese two stars wit h the VandenBerg evolutionary 

tracks for Fe/H]= -0.4, M / M Q  = 0.5, 0.6, and 0.7. The Bright Star 

Catalog (Hoffleit and Warren, 1991) lists the visud magnitudes as 5.21 and 

6.03 for A and B respectively. The parallax (van Altena et al., 1991) is 

accurstely known: 0.2870 f 0.0009. The bolometric corrections of -0.56 and 

-0.71 for A and B respectively are from VandenBerg and Bell (1985), with 

the bolometric correction for 61 Cyg B extrapolated from relations given 

in Table 1 of VandenBerg and Bell. Given the small uncertainty in the 

pmallax value, the 99% confidence interval is within the point size shown 

in Fig. 3.26b. Figure 3.26b shows that the effective temperatures denved 

here and the bolometric magnitudes of these two s ta rs  place 61 Cyg A on an 

evoluticnary track for a star with 0.6 $ M / M B  5 0.7 and 61 Cyg B on an 

evolutionary track for a star with 0.5 < M / M o  0.6. The values of logg at 

the zero-age-main-sequence (ZAMS) are 4.48, 4.38, and 4.30 for M / M o  = 

0.5, 0.6, and 0.7 respectively. The maximum log g values beyond the ZAMS 

are 434,474, and 4.70, respectively. The logg values derived using SSynth 

are consistent within these ranges. 

The ZAMS establishes A Mw/A log Te j .  A previously published value 

of AT, r: 200 K, derived £kom the Mared flux method (see Table 14, 

cannot be correct. A clifference of 200 K between these two stars would 

have a sizeable AMw discrepancy independent of the pardax. Our derived 

effective temperatures of 4545 and 4150 K are in excellent agreement with 

the values of 4501 and 4143 K derived by Gray and Johanson (1991), who 
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used the he-depth ratio of V 1 at 625.183 n m  and Fe I at 625.257 m. 

3.4.2 The K Giants 

The giant stars in the sample will be discussed with s slightly different ap- 

proach. Whereas the masses of K dwarfs can be determined to within a few 

hundreds of a solar mass, the uncertainty in the masses of K giants can be as 

large M 2-3 solar masses. As Tsuji (1986) states, ''Empincal determination 

of the surface gravity is most diBcult in red giant stars." In addition, while 

there are a large nnmber of studies of K giants which use equivalent width 

analysis and low-dispersion spectra, ody a minority of K giants have more 

than one published high-dispersion analysis (Taylor, 1991). The surface grav- 

ities in Table 1.3, which were taken from McWilliam (1990, McWSO), were 

derived from mass estimates made fiom evolutionary tracks and have quoted 

uncertainties of only 0.1 - 0.4 dex. Given the mors  in bolometric magnitudes 

and underlying stellar interior models, 1 believe these uncertainties are under- 

stated. The metallicity and microturbulence values quoted by McW9O were 

derived simultaneoasly by demanding that the Von abundance derived from 

weak lines agrees with that derived &om saturated lines; 20 Fe 1 lines were 

used. The estimated mors are 0.14 dex in [Fe/H] (mean), and 0.1 km s-l 

h . For other studies, the range in values for log g is sometimes as high 

as 1.0 d a ;  that of [Fe/H], 0.5 dex; that of (, 0.5 km s-' . Fortunatdy, the 

irhred-flux method has reduced the uncertainty in effective temperatures, 

often to below 25 K. 

The values of f given in Table 3.2 are consistently about one-half of t hat 

implied by the v sin i and macroturbulence values given in Table 1.3. This 
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is due to the different definitions, and probably normalization, used for the 

macroturbulence, the dominant broadening mechanism in evolved stars. 

p Geminorum: Figure 3.22 shows the comparison between the synthetic 

spectnun and the p Gem spectnim obtained at the DAO. The derived global 

parameters are Teff = 4850 K, log g = 2.5, [M/H] = 0.0, E = 1.5 km s-' 

(see Table 3.2). Table 3.3 shows the values for the effective temperature and 

metallicity are consistent with those given by McW9O. The derived value of ( 

is smaller by 0.4 km s-'; the value given in McW90, E = 1.9 km s-l, may be 

more correct since many more lines were used in its determination. The log g 

value derived here is 0.46 dex smaller than that given in McW9O; however, it 

agrees with the mean value of log g = 2.53 given in the compilation of Cayrel 

de Strobel et al. (1992). McW9O derived [Si/Fe]= +0.18, [CalFe]= +0.01, 

[Ti/Fe] = -0.04 (assuming photospheric abundances instead of meteoritic) ; 

no s i d a r  element enhancements were needed here. P Gem has an estimated 

12C/13C ratio of 25 (Cottrell and Sneden, 1986), a ratio of 90 was used in 

the SSynth calculations. 

6 Sagittarii: Figure 3.23 shows the comparison between the synthetic spec- 

tnun and the 6 Sgr spectnun obtained at  the CFHT. The derived global 

parameters are Terf = 4350 K, logg = 1.3, [M/H] = -0.15, 6 = 1.7 km s-' 

(see Table 3.2). Table 3.3 shows that the effective temperature derived for 

b Sg is 170 K hottu than that given by McW9O; the logg value is - 0.9 dex 

smaller. Although the uncertainty is large, the log g = 1.7 value implied by 

the mass and radius given in Table 2.8 is intemediate between the spectro- 
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scopic vaiue derived here and that given by McW9O. Table 3.4 shows that 

the [M/W values dXer by -0.14 dex; the ( values, by -1.0 km s-l. Overall, 

the SSynth calculations using the McW9O global parameter d u e s  were a 

very poor match to the CFHT spectrum. 

6 Sgr has been noted as being a very strong lined star, a characteristic 

not noted in the wavelength region examined here. As Table 3.2 shows, the 

calculations included an underabundance of carbon, [CiFe] = -0.15, and sili- 

con, [Si/Fe] = -0.15, and the isotopic ratio 12C/13C = 9. Rather than choose 

a carbon underabundance, 1 could have chosen an oxygen overabundance to 

reduce the strength of the CN lines as the formation of CO controls the avail- 

ability of carbon in stars  with effective temperatures similar to that of 6 Sgr. 

For this star, McW9O finds [Si/Fe]= +0.47, [CalFe]= -0.29, [Ti/Fe]= -0.57 

(assuming photospheric abundances instead of meteoritic), resdts which are 

inconsistent with our analysis. Note, however, that we assumed [Ti/Fe] = 

O. Calculations which included an underabundance of titanium would need 

a correspondhg deaease in the effective temperature to maintain the same 

Ti I line depth in the CFHT 8 Sgr specttum. To compensate for an undet- 

abundance of cslcium, the SSynth calculations would have to use a smder 

logg value, making the discrepancy between the derived logg values even 

worse. 

The analysis of the full 14 ~i of the CFHT spectnun shodd give more 

definitive abundance ratios for this star. One expects non-LTE d e c t s  to 

become more obvious in higher luminosity stars; the cote of the Ca II line 

definitely shows sabstantial additional broadening. 



a Tauri: Figure 3.24 shows the cornparison between the synthetic spectrum 

and the a Tau spectrum obtained a t  the DAO. The derived global param- 

eters are Tetf = 3850 K, log g = 0.9, [M/H] = -0.15, C = 2.0 km s-' (see 

Table 3.2). As Figs. 3.12 and 3.13 show, at temperatures bdow about 4200 

K, the Fe I and Ti 1 lines used as temperature indicators here lose their sensi- 

tivity; thus the derived effective temperature for a Tau is uncertain to within 

*IO0 K. Tables 3.3 and 3.4 show fair agreement with the McW9O values, ex- 

cept for the logg value. The compiiation by Cayrel de Strobel et al. (1992) 

gives log g = 1.22 for cr Tau, in better agreement with the value derived 

here. AU of the globd parameters derived here are in good agreement with 

those derived spectroscopically by Luck and Challener (1995): Te j = 3875 

K, logg = 0.55, [Fe/H] = -0.16, and = 2.2 km s-'. 

One should keep in mind that the pseudocontinuum of the a Tau spec- 

trnm is dominated by Ti0 lines: over 3600 lines per nm even with a line- 

blocking mor of 0.1%. If the overd  strength of these Ti0 lines is in error, 

the strength of the Ca II line will be either under- or over-estimated and the 

derived log g value wil l  also be in error. Calibrating the accuracy of the Ti0 

line list is f i c u l t  as the Ti0 lines are not visible in the solar spectrum. Fu- 

ture work may indude calculating the spectrum for a Bootis and comparing 

the SSynth results with the G& Atcturus Atlas (Gr&, 1968) 

Table 3.2 lists [CalFe] = +0.2, [Si/Fe] = +0.7, and "C/13C = 25. In this 

case, I allowed a calcium overabundance for this star based on the fact that 

a substantial süicon overabundance was required. McW9O derived [Si/F'e] 

= +0.73, [CalFe] = +0.2, and [Ti/Fe] = -0.22. As was the case with b Sgr, 

substantial extra broadening is apparent in the core of the Ca II line. 
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For the gants, Table 3.3 shows that the derived log g values are all lower 

than the published values of McW9O. As mentioned, McW9O determined 

the s t d a r  masses hom evolutionary tracks and then derived the log g d u e s  

fiom estimates of the stellar radii. We do the opposite by deriving the s t e k  

masses fiom the Iogg values and radü: 

Fkom the spectroscopic surface gravities derived here and the radii listed in 

Tables 2.5, 2.8, and 2.10, and the corresponding uacertainties, 1 calculated 

a mass range of 0.5 5 M , / M o  5 1.6 for P Gem, 0.2 5 M J M o  5 2.8 for 

8 Sgr, and 0.3 5 M,/Mo 5 1.1 for a Tau. Since the progenitors of these 

K giants are most üIrely A-G dwarfs, the lower masses stated here imply 

significant , and probably unphysical, mass loss. S tellar evolution theory 

favors the more massive end of the uncertainties. 

Under any spectnun synthesis analysis, the spectroscopic surface grav- 

ities derived for the giants depend explicitly on the gf value adopted for, 

in this case, the Ca II line. Recall, one only knows gfyH/Na for the Sun, 

and thus increasing the gf value would mean decseasing and vice versa. 

Figure 3.14 shows t hat radiative broadening dominates at small surface grav- 

ities. Where radiative broadening dominates, then, a larger gf value would 

make the dculated 866.214 nm line stronger, allowing for an increase in the 

surface gravity (to weaken the Ca II wings) and thuefore the mass derived 

for each star. For stars with a sdace gravity 5 2.0, an ôpproximate 0.1 dex 

inaease in the log g f value would result in an approximate 0.2 dex inaease 

in the snrface gravity valne. Based upon the research for measuring the life- 



time of the 4p levels and the branching ratios of the Ca II S a r e d  triplet 

lines summarized in Smith and Drake (1988), 1 see no justification at this 

time for increasing the log g f value used here. Howeva, there is additional 

observational evidence (Rutledge et al., 1996), based npon globular cluster 

work where the masses of the stars are more easily determined, that the gf 

d u e s  for the Ca II lines are larger (e.g., t hose given in Column 5 of Table 1 

of SD88) than those adopted for this study. Since the g f values are inti- 

mately related to the measured lifetime through the Einstein A coefficient, 

the observations suggest that the lifetime of the 4p levels andior the branch- 

ing ratios need to be remeasured. Note that the change in gf and 7~ will 

m c e l  for the dwarfs, and wiU not affect the results discussed above for the 

K dwarfs. 

3.4.3 The K Supergiant 

E Pegasi: Considering the fact that we sre using a plane-pardel, homo- 

geneous atmosphen under LTE considerations to describe a supergiant, the 

agreement between the synthetic and observed spectra for a Peg shown in 

Fig. 3.25 is remarkable, especially for the far wings of the Ca II line. E Peg is 

the only star in this sample where interstellar reddening becornes significant. 

This reddening wiU lead to an understatement of the dective temperature if 

derived h m  the colors of this star, but should have no effect on the methods 

used here. 

Table 3.2 lists the derived global parameters for this star of Tef t  = 4350 

K, logg = 0.85, @bl /q  = -0.2, and ( = 3.0 km s-'. Table 3.2 &O lists an 

underabundance of carbon and silicon, [ClFe] = -0.2 and [Si/Fe] = -0.1; 
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an overabundance of calcium, [CalFe] = +0.2; and a low isotopic ratio for 

carbon, 12C/'3C = 5. The derived temperature agrees with that given by 

Smith and Lambert (1987). Smith and Lambert (1987) derived [Si/Fe] = 

+(LOB, [CalFe] = +0.25, [Ti/Fe] = -0.01, for F e / q  = -0.03. The low 

12C/13C = 5 isotopic ratio used here was based on figures given in Dearborn, 

Eggleton, and Schramm (1976). 



Chapter 4 

Summary and Future 
Direct ions 

4.1 The K Dwarfs 

We have confirmed that the core of the 866.2 n m  Ca 11 infrared triplet line 

can be used to measure changes in the chromospheric activity of a star. 

The A E  WsssS2 index, determined as an additional step in our reduction of 

the s t e k  precise radial velocities, effec tively defines the differential changes 

taking place in the central 0.135 nm core relative to a 0.227 n m  sideband. 

This index is qualitatively related to the variations in the Ca II H and K 

flux as measured by the S index. Our analysis of the long-term solar-type 

cycle and rotation pexiod in 61 Cygni A strengthens period results obtained 

from the S index alone. In particular, the stability of the - 36-dy rotation 

period over the 12 years of our observations suggests that the regions of 

chromospheric activity are long-lived or grow and decay within a limited 

longitudinal range. The detection of the rotation period in the RV data 

for this star implies that the active regions maintain some coherence in the 
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photosphere as weU. 

Since the radial velocity data have b e n  previously discussed (Walker 

et al., 1995)~ 1 will mention some open questions concerning the chrom* 

spheric activity of these stars. For the 36 Ophiuchi system: Are we simply 

viewing these two stars at different stages in s i d a r  long-term activity cycles? 

1s there a fundamental clifference in their magnetic structure? For 36 Oph B, 

WU we detect the rotation period in the AEWsas.2 index once the parent 

funetion is perfected, such as is seen in the AEWsaa.z index for 61 Cygni A, 

which has a similar long-term cyclic behavior? Our observations of the ac- 

tivity of 61 Cyg A quantsed the viability of our A E  Wsss.2 index to monitor 

changes in chromospheric activity. Once the programs are in place to mode1 

sawtooth-like cycles, the search for rotation periods in the AEWsss.î indices, 

and correspondhg periods in the radial veiocity data, should continue for all 

of the dwarfs. 

The excellent agreement between the synthetic and observed spectra for 

the dwarfs provides a solid foundation for future work. The agreement be- 

tween the parametas derived fkom the observed spectra and those predicted 

by stellar interior models is especially interesting. The bolometric magni- 

tudes and derived effective temperatures for both sets of binary stars places 

them on evolutionary tracks for stars with [Fe/q similar to that prescribed 

by the observations. The log g values derived spectroscopidy are also con- 

sistent with the interior models. 
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4.2 The 

SUMMARY AND FUTURE DIRECTIONS 

K Giants and Supergiant 

With out present data, the rotation versus revolution question cannot be 

resolved for fl Gem. There are at least two passible interpretations of the 

periods discussed above. 1) If the observed v sin i value ean be revised from 

2.5 km sdl (Gray, 1982) to less than 0.76 km s-', then the RV and AEW866.2 

periods we find are probably best interpreted as rotation modulation of (pos- 

sibly independent) photospheric and chromospheric phenornena. 2) Alterna- 

tively, if the currently observed v sin i is reliable, we conld explain the RV 

period and amplitude as evidence that a low-mass cornpanion (M2 sin i = 2.5 

Jupiter masses, if we assume a circ& orbit) is revolving m o u d  the P Gem 

primary (with an assumed mass of 1.6 MQ) at  a distance of 1.6 AU. However, 

in this case of a reliable v sin i, we mast find some non-rotation mechanism 

to explain the AEWsssq2 period. There are two initial observations that d 

help distinguish whether the radial velocity period of j3 Gem is due to rota- 

tion or revolution. It is important to redetermine the vsini value of /3 Gern 

using the highest possible accuracy. Additional measures of ehromospheric 

emission are needed to confirm the 588-dy A E  Wsas.2 period (see discussion 

below ) . 
6 Sagittarii is an interesting example of a giant having intriguing long- 

term, linear trends in the différentia1 radial veiocities, chromospheric emis- 

sion, and (R - 1) color. These long-term trends may indicate an increasing 

number in the &es and/or numbers of spots with a small faculae/spot ratio, 

or they may each have a different physical cause. 

The changes in the relative radial velocities of 6 Sg show significant 
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periodicities at  1.98 and 293 days, periods which are aliases of each other. 

Because of our limited number of observations of this star and the uncer- 

tainties in its basic stellar data, we cannot determine which of the 1.98 or 

293-dy radial velocity periods is the likely true period. This dichotomy may 

be resolved in the near future. We recently received data from Bill Cochran 

and Artie Hatzes for 6 Sgr. These data, as yet manalyzed, more than double 

the number of observations we have for this star (which may preclude the use 

of the conelated periodogram) and indude a large number of observations 

ovex a four-day t h e  period. 

Our analysis of the enigmatic star a Tauri exemplifies the complexity not 

only of the variability in these stars but dso in interpreting this variability. 

The long-tem period represents one of the most significaat found in any of 

the giants; yet, unlike 7 Cephei and, to a laser extent, P Gem, we detect 

no correspondhg period in the AEWsss.* index. Unlike 6 Sgr, a Tau was 

observed extensively. The discovery of the short-term, 1.84-dy period should 

spark additional observations by other radial velocity goups. Does a Tau 

show mode switching similar to that observed for a Boo? What additional 

observations wiU be needed to confirm granulation-driven acoustic modes? 

Our analysis of r Peg suggests this supergiant shouid be classified as a 

low-amplitude, semi-regdar variable. Observations of additional luminosity 

dass II K giants and dass I K supergiants, such as a Hydrae and C Cephei, 

should prove interesthg as we search for a continuous progression of vari- 

ability between the dass III K giants and the supergiants. The synthesis of 

the spectrum of this supagiant indicates that SSynth has a solid LTE basis 

on which t O add. non-LTE calculations. 
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I have recently observed a namber of K-M giants nsing the 4096 x 200 

pixel2 UBC-1 thick chip on the 1.22-m DAO telescope. The extra-long size 

of this chip means that the wavelength coverage is 29 nm rather than 14 ML, 

centered at 860 ML, at the same resolution as previous observations. AU three 

Ca II S a r e d  triplet lines are induded. 1 am working on the feasibility of 

using these spectra to continue the monitoring of the ch.romospheric activity 

in K-M giants. Since the 849.8 nm and 854.2 nm Ca II lines are contami- 

nated by a number of telluric lines, 1 am &O induding observations of early 

(spectral type B and A), rapidly rotating stars to isolate and monitor the 

changes in the tdur ic  lines. Initial results look promising, even though the 

signal-to-noise ratio of each spectnim is reduced to approximately 600. Two 

K giants discussed in this study, Gem and a Tau, wiU be among the first 

stars to be observed extensively to  confirm the AEWMm2 period discussed 

for p Gem and to search for a 1.84dy period in chromospheric activity for 

a Tau. 

Table 4.1 places the work presented here in the context of that done by 

other groups and that still in progress, and represents the primary sample of 

a growing List of K giants with long-term and/or short-tnm radial velocity 

periodieity. The resdts presented in this thesis comprise one-third of the 

stars on this Est, and thus have contributed snbstantially to the knowledge 

that low-amplitude variability may be a ubiquitous characteristic of K giants. 

Note that 1 have included HR 152 in this table. This star was the subject of a 

recent International Astronomical Union Circular (Noyes et al., 1996) where 

the radial velocity variability was cited as evidence of a multiple planetary 

system. The daim has since been tempered by the notification that virtudy 
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Table 4.1: Summary of K giant radial velouty data and detected periods 

Long Period Short Period u ~ v  
Star SPT WY 1 (dy ) ms-' M~ 

r, cep 
7' Del 
*P Gem 
a Boo 
SP  OP^ 
ou Ari 
8 sgr 
a Tau 
oa Hya 
o H R  152 
c Peg 

KO III 
KO III 
KO rIIb 
K1.5 III 
K2 III 
K2 IIIab 
K2.5 IIIa 
K5 III 
K3 II-ILI 
K5-MO III 
K2 Ib 

t Coincident period in AEWsss., index; WaIkex et al. (1992), and this work 
$ Hatzes and Cochran (1994b) 
O Not analywd yet 
* Periods are aliases, set Sec. 2.2.2 
0 Noyes et al. (1996) 
t Mdtiperiodic: 63.5 and 46.3 days 
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every K giant seems to be variable on timescdes of this order. Because of 

our expertise in the field of variable K giants, we received high-quality radial 

velocity data fkom Geoff Marcy for HR 152 and d be including this star in 

a future summary papa on the radial velocity Mtiability of K giants. 

The short-term periods detected in these stars rnay be due to radial pd-  

sations; the long-term periods (if not aliases) may be attributed to rotation 

or the presence of a small M2 sin i cornpanion. Nonradial pulsations rnay 

underlie eit her the short-term or the long-term periods. To help distinguish 

between orbital and rotation &ects, two improvements can be made for f i -  

ture radial velocity measurements, the most sensitive indicator of periodicity. 

If the radial velocity periodicity is the result of rotation modulation, then we 

should be able to detect amplitude and phase shifts ab the sudace features 

being modulated by rotation grow and decay at various longitudes and as 

they are eelipsed by the rotation. In order to determine this kind of detail, 

we need to sample the radial velocities more often and with higher accuracy. 

For bright stars sach as the giants considered here, we note that reducing 

the random radial velocity errors to - 2 m se' is entirely feasible (Butler 

et al., 1996). The real challenge will be to maintain instrumental stability at 

this level for several years. Since the HF technique is no longer in use, we 

are currently discussing these requirement s wi t  h other precise radial velocit y 

groups. 

There has been recent, renewed interest in the possibility that the long- 

term periods are caused by r-modes. Noted in observations of the Sun, 

the T-modes are smd-amplitude osdations with motions dominated by 

the Coriolis force and with periods typically longer than the rotation pe- 
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riod (Wola, 1996). The r-modes are thought to occur where the convective 

thescale becomes comparable to or longer than the rotation period. The 

Sun may have gravity modes, or g-modes, excited deep in its interior. It is 

thought that g-modes are quickly damped in convective regions and thus will 

never be observed in giant stars, but the possibility should be explored that 

g-modes may be excited or trapped in the hydrogen or helium burning shell 

(J. Matthews, private commnnication). hterestingly enough, Wolff (1996) 

mentions that g-modes rnay possibly excite large-sale convective fows in the 

Sun. Theoretical calculations are needed here to extend the solar models to 

giant stars. 

We reemphasize the request made by Hatzes and Cochran (1994b) for 

more rigorous theoretical calcdations. This theoretical work shodd include 

the possibility of giant gaseous planets forming dose to the eady-type pro- 

genitors of K giant stars. As more is learned about these stars, we gain one 

more step in onr observational and theoretical understanding of the low-level 

variability seen in almost all of the K giants. Rom the present and future 

work, we hope to learn more about mass loss, intemal structure, evolution, 

convection, mas,  and perhaps planetary systems in K giants. 

The cornparisons between the synthetic and the obsmied spectra for the 

giants are encouraging. The work presented in this thesis has shown that 

once we have adjusted the osdator stengths, wavelengths, and broadening 

coefficients for all lines in the full 14nm spectral interval, we wiU be able to 

derive more accarately the effective t emperat ures, sudace gravities, met al- 

licities, and microturbulence d u e s  for the fidl sample of K giants. Our work 

provides more consistent results than those of a similar study by McWilliam 
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(1990) in that the surface gravity of each giant is daived simdtaneously with 

the o t h a  parameters. 

4.3 Spectrum Synthesis 

Throngh our treatment of the line haze as a perturbation to the continuum 

opacity, we have developed an escient and automatic method of calculating 

the c d a t i v e  line blocking as a function of equident width. We use this 

function dong with a specSed line-blocking error to eliminate the large n u -  

ber of dtraweak lines, that is, those lines which contribute negligibly to the 

line haze. This method substantidy reduces the line Est nsed in the synthetic 

spectwn computation without compromising the ealculated pseudocontin- 

uum. By reducing the numbet of lines used, we realize an order-of-magnitude 

savings in the t h e  needed for computing an individaal spectnun. As a re- 

sult, we d l  be able to more efficiently synthesize a greater number of stellar 

spectra. 

White the primary use of the cumulative line-blocking function is to 

improve the efficiency of our synthetic spectnun computations, there are 

&O a numba of secondary uses. For example, we will be able to use these 

resdts to evaluate line list incompleteness and to explore the &ect line haze 

has in stellar popdation studies. To insure that the cumulative line-blocking 

function is correct, it is absolutely essential that the calculated line Lists 

are made as complete as possible. Howeva, once that is done, individu& 

who generate these line lists shouid be able to use a criterion based on the 

cumulative line-blocking function to redace the number of lines they need to 
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distribute for synthetic spectrum purposes. 

Based upon my work in deriving the line-specific parameters versus the 

global stellar parameters, I suggest that the next step in improving the effi- 

ciency of the SSynth calculations should be the installation of a least-squares 

algorithm for determining the global stellar parameters. Although this means 

taking the detintives of each parameter - temperature, surface gravity, abun- 

dances, microturbulence - tkough the equation of state calculations 8s well 

as the equation of transfer, the quality of o u  spectra and the frailties of 

human endurance demand it. 
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Appendix A 

Tables of Data 

This appendix indudes the AEWess.2 index data fkom the CFHT observa- 

tions of 61 Cygni A; and the radial vdocity and AEWsss3 and A(R - 1) index 

data from the CFHT observations, and the radial velociky data from the 

DAO observations for P Geminorum, b Sagittarii, a Tauri, and c Pegasi. 

The radial velocity data for the dwarf stars are archived with NSSDCIADC 

[the (United States) National S pace Science Data Center/Astronomical Data 

Center]. Electronic access to the NSSDC/ADC catalogs can be obtained 

fkom URL = http://adc.gsfc.nasa.gov/. The data for the AEWess.> and 

A(R - I )  indices for the d w d  stars will be the subject of a future paper 

(Larson, Irwin et al., in progress) and will be provided at that time. 

AU values of the CFHT data have observing nui corrections subtracted 

(Campbell et al., 1988, Table 2). For example, the systematic offsets in the 

collective radial velocities are shown as Fig. 1 in Walker et al. (1995). The 

current ran cosrections were dcda ted  by A. W. hwh; the following is a 

brief description of the least-squares method ased. For each star  the radial 

velocities are fitted with low-ordu polynomial trends as a fùnction of time, 
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and the residusls from these polynomials are dculated. The run correction 

is the weighted mean of the residuals of all stars observed during a partic- 

dar observing run (typically 10-15 stars); stars with the smallest residuals 

fiom th& polynomial trends are assigned the highest weigbt. The residu- 

als for different stars should not correlate, so the rnn corrections, which are 

n sd ly  less than 20 m s-' with statistical errors less than 5 m s-', shodd 

reflect systematic instrumental errors in the radial velocities. SMar re- 

sults (run corrections t y p i d y  tw-ice the interna ersors) were obtained for 

AEWssse2 and A(R - 1) . After the r u  corrections are applied, the zero 

points of the final data are adjusted such that the weighted means of the 

data for each star is zero, 

Certain AEWsss.* and A(R - 1) data from the CFHT observations are 

deemed unreliable due to the use of a substitute detector or have potential 

twilight contamination (solar senith angle was less than 96 degrees). These 

data have been excluded fiom ail data tables included here. Results fiom 

other stars show that the radial-velocity data are not in fact signifieantly 

dected by the instrument change or twilight contamination. 

The arbitrary zero points of the DAO velocities, which is independent 

of the CFHT velocity zero points, have been adjusted so that the weighted 

mesn is w o .  The current DAO spectra contain low-level fringing and fuced- 

pattern noise which increase the intemal mors of the velocities and mske 

the equivalent-width indices, hEWa6al and A(R - 1) , meliable. 

The DAO observations have been limited to evolved stars. When corn- 

pared to the dwarfs in the fidl CFHT program, these evolved stars have a 

relatively large velocity variability which generates a large statistical error in 
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the run corrections. We have not applied these corrections because they are 

not signifieantly different fiom zero. However, the 95% confidence intervals 

cdculated from these corrections and th& statisticd errors imply typical 

upper limits of 40 m s-' on possible systematic mors in the DAO velocities. 
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Table A.1: 61 Cygni A: AEWssp.I index data 

a Corrected for the light travel t h e  to the barycenter of the solar system 
See twrt for the derivation of the standard deviation 
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Table A.2: P Geminoram: CFHT radial velocity and equivalent width data 
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p Geminonim: CFHT radial velocity and equivalent width data (continued) 

JDa RV AEw8se.z A(R - 1) 
(dy (m s-') (pm) (mm%) 

2440000+ value Q value CT value Q 

- - ---  

a Corrected for the light travel t h e  to the barycenter of the solar system 
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Table A.3: P Geminorum: DAO radial velocity data 

3Da RV JD" RV 
(dy) (ms-') @Y (ms-') 

2440000+ value Q 2440000+ value u 

- - 

a Corrected for the light travd time to the barycenter of the solar system. 
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Table A.4: 6 Sagittarii: CFHT radid velocity and equivalent width data 

- - -- - - - 

a Corrected for the light travel time to the barycenter of the solar system 
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Table A.5: 6 Sagittarii: DAO radial velocity data 

JDa RV JDa RV 
(dy) (m 5-') PY) (m s-l) 

2440000+ d u e  u 2440000+ value u 

- - -  - - - - 

a Corrected for the light travel t h e  to the barycenter of the solar system 
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Table A.6: a Tauri: CFHT radial velocity and equivalent width data 



APPENDZX A. TABLES OF DATA 224 

a Tanri: CFHT radial velocity and equivalent width data (continued) 

JDa RV AEWsss.2 A(R - 1) 
@Y) (m s-l) ( ~ 4  ( m m 4  

2440000+ value u value u value Q 

(continued) 
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a Tauri: CFHT radial velocity and equident width data (continued) 

JDa RV AEWsss.2 A(R - I )  
Pr 1 (rn s-') ( ~ 4  (-ad 

2440000+ value u value Q value a 

a Corrected for the light travel time to the barycenter of the solar system. 
JD 4628.5 and 4629.5 contain a random sample of the data. 
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Table A.7: a Tauri: CFHT 1981 t h e  series radial velocity and equivalent 
width data 

JDa RV AEWess.2 A(R - I )  
@Y) (m s-l) (pm) (=lad 

2440000+ value Q value Q value u 

(continu ed) 
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a Tauri: CFHT 1981 time series radial vdocity and equivalent width data 
(continued) 

JD" RV A8Wsse.z A(R - I )  
(dy) (m 5-') ( ~ 4  (-ad 

2440000+ value u value O value u 
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a Tauri: CFHT 1981 time series radial velocity and equivalent width data 
(continued) 

(continued) 
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a Tauri: CFHT 1981 tirne series radial velocity and equivalent width data 
(continued) 

JDa RV AEWsss.2 A(R - 1) 
(dy) (m s-') (pm) (-4 

2440000+ d u e  u value Q value u 

(continued) 



APPENDIX A. TAûLES OF DATA 230 

a Tauri: CFHT 1981 tirne series radia velocity and equivalent width data 
(continued) 

JDa RV AEWsse.2 A(R - 1) 
VY) (m s-') ( ~ 4  ( m m 4  

2440000+ value u value c value CT 

- - - - - - - - 

a Corrected for the light travel time to the bruyemta of the s o k  system 
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Table A.8: a Tauri: DAO radid velocity data 

JDa RV JDa RV 
(dy (m s-') (dy 1 (m s-l) 

2440000+ value tr 2440000+ value (7 

a Corrected for light travel t h e  to barycenter of solm system. 
Data for JD's 8563.5, 8638.5, 8639.5, 8640.5, 8641.5, 8643.5, and 8647.5 are 
nightly means. 
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Table A.9: a Tauri: DAO 1992 tirne series radid velocity data 

JDa RV JDa RV 
VY) (m s-l) @Y) (m s-l) 

2440000+ d u e  6 2440000+ value u 
8638.6098 -1.1 15.0 8640.8840 -38.1 16.1 

a Cormted for the light travel t h e  to the baryenter of the solar system 
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Table A.10: c Pegasi: CFHT radial velouty and equivalent wi&h data 

(continued) 
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c Pegasi: CFHT radial velocity and equivalent width data (continued) 

JD" RV AEWsse.2 A(R - 1) 
(dy) (m s-') (pm) (-4 

2440000+ value d d u e  u value u 

" Corrected for the light tïavel t h e  to the baryenter of the solar system. 
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Table A.ll: E Pegasi: DAO radial velocity data 

JDa RV JDa RV 
(dy) (m s-') @Y) (m s-l) 

2440000+ value n 2440000+ value u 

. 

a Corrected for the light travel time to the barycenter of the solar system. 



Appendix B 

Derivatives For 
W O ( ~ )  Coefficients 

The calculation of the derivatives used in forming the W~(X) coefficients is 

entirely consistent with the diffaence equation method we use to solve the 

equation of transfer. At the user's discretion, the diffaence equations can 

be solved using either the foarth-order Hermitian (Auer, l9?6), the second- 

orda spline collocation (Kunasz and Hummer, 1974), or the onginal second- 

order Feautrier (Mihalas, 1978) met hod. For simplicity, a e  demonstrate the 

derivative calculation using the original Feautrier method, and the reader is 

refened to Mihalas (1978) for related equations. The generalization to the 

other methods is straightforward. 

We dehe  Id(*) as the monochromatic specific intensity at depth d and 

angle cos-'çri, for i = 

used. FoUowing M78, 

spedic intensity: 

1, ... , N, where N is the number of disuete angles 

Eq. (6-12), we d e h e  the symmetric average of the 
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Since ail quantities are monochromatic, we have dropped the wavelength 

subsaipts. This leads to the second order equation of transfer for ud [M78, 

We assume a sirnplified source function that allows for continuum scattering: 

whae wk is the angle-integration weight for the kth angle point. In this equa- 

tion, B(Td) is the monochromatic Planck hinction evaluated at temperature 

Td and a d  is the ratio of the continuum scattering to the total opacity. 

To aid in the discretization of the equation of transfer [Eq. (B.2)], we 

dehe: 

where tc is the total opacity, is the Rosseland mean opacity, and r~ is the 

correspondhg optical depth. We also define: 

The discretked form of the equation of transfer [M78, Eq. (6-30)] is then 

given as: 
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The thermal source terms are contained in Ed: 

This leads to the matrix equation [M78, Eq. (6-31)]: 

The diagonal components of A, and & are: 

and 

In the original Feautrier method, the off-diagonal cornponents of & and cd 
are 0. The off-diagonal cornponents of gd are: 

We solve the clifference equations starting at depth because no back- 

substitution is needed when we are concerned with the surface flux ody. 

With this scheme, the vector 4 is calculated fiom 

where Ba and Gd are deîmed by 

(B. 14) 
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for depths d = D - 1, ... , 2  (D being the lower boundary). These equations 

have a different form than M78, Eqs. (6-39)-(6-41), because of the reverse 

order of solution. Special forms of Eqs. (B.6) through (B.15) are requLed at 

the bonndaries (see A76 and M78). 

Once the solution of Eqs. (B.14) and (B.15) is completed, we calculate 

the surface flux: 
N 

H = 1' P d l i  = c p k w w  . (B.16)  
k=l 

The corresponding derivative is given by 

(B. 17) 

Using the chah rule on Eqs. (B.14) and (B.l5), we desive 

and 

We show the partial 

of the other matrices: 

derivatives for the components of & as an example 
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where 

and 

Similar logic is used for the other derivatives. Note that once Eqs. (B.14) 

and (B.15) are solved at depth d, the entire right hand sides of Eqs. (B.18) 

and (B.19) are known and the solution for the partial derivatives follows. 

Eventually, the calculations reach the stellar surface, the boundary conditions 

are solved, and Eqs. (3.8) and (B.17) are used to determine the coefficients 

W3x)  - 
As shown above, in principle this method can be formulated for a scatter- 

ing continuum. In the examples presented in the text, we treated scattering 

as ordinary absorption (without stimulated emission) because it makes little 

difference in the resuits for cool stars of solar abundance. Under this treat- 

ment, a = O and ail of the Feautrier matrices becorne diagonal; thus, the 

derivative matrices are also diagonal and simple multiplication and division 

may be used. 



Appendix C 

Solar Intensity Atlas vs. 
Synthetic Spectrum 
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Vacuum Wavelength (nm) 

Figure C.1: Cornparison of the residud iatensity fkom the solar central in- 
tensity specmim (solid Line) (Kruucz, 1991b) and the synthetic intensity 
spectrum (dotted line) on a normal and expanded (heavier weighted h e s )  
scale. The "a" identifications are from Swensson et al. (IWO). 
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Vacuum Wavelength (nm) 

Figure C.2: Continuation of the cornparison of the residual intensity from the 
solar central intensity atlas (solid line) and the synthetic intensity spectrum 
(dot ted line) . 
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Vacuum Wavelength (nm) 

Figure C.3: Continuation of the cornparison of the residual intensity âom the 
solar central intensity atlas (solid line) and the s ynt hetic intensity spectnim 
(dot t ed line) . 
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Vacuum Wavelength (nm) 

Figure C.4: Continuation of the cornparison of the residual intensity fiom the 
solar central intensity atlas (solid h e )  and the synthetic intensity spectrum 
(dot ted line). 
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Vacuum Wavelength (nm) 

Figure C.5: Continuation of the cornparison of the residual intensity corn the 
solar central intensity atlas (solid h e )  and the synthetic intensity spectrum 
(dotted line). 
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Figure (2.6: Continuation of the cornparison of the residud intensity fiom the 
solar central intensity atlas (solid line) and the synthetic intensity spectnim 
(do tted line). 
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Vacuum Wavelength (nm) 

Figure C.7: Continuation of the cornparison of the sesidual intensity h m  the 
solar central intensity atlas (solid line) and the synthetic intensity spectnun 
(dotted line). 



Appendix D 

Pre-SSynt h Manual Pages 

The pre-SSynth manual example reproduced on the following pages is shown 

in the format produced by the Unix operating system. The manual pages 

provide a convenient, flexible means of providing all of the information needed 

for experienced or new users of the SSynth programs. These pages will 

be updated as the spectrum synthesis prograrns become more stresmlined 

and efficient. A copy of dl of the manual pages for the pre-SSpth and 

SSynth programs is adab le  in the physics reading room (EUott 105) and 

via anonymous FTP: 

in the directory: pub/larson/ssynthman. Within the Physics and Astron- 

omy Department, the manuai pages can also be accessed on-he on the Sun 

system through the command: 

man -M /min2/home/larson/ss ynthfman procedure 

Manual pages for the post-SSynth process are planned for the near future. 
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NAME 
PRESYNTH - sunanary o f  p r o c e d u r e s  used  t o  p r e p r o c e s s  t h e  l i n e  
l ists used  i n  s y n t h e t i c  s p e c t  r a  c a l c u l a t  i o n s .  

D ISCLAIMER 
These programs should  nat be used b l i n d l y .  They assume the 
user h a s  a t  l e a s t  a b a s i c  knowledge o f  t h e  wavelength i n t e r -  
v a l  b e i n g  s y n t h e s i z e d  ( t h a t  is, t h e  s t r o n g  wave lengths  i n  
and around t h e  region,  s p e c i e s  which may a f f e c t  t h e  s p e c t r a l  
r eg ion ,  e tc . ) ,  and o f  s t e l l a r  atmospheres,  r a d i a t i o n  
t r a n s f e r ,  and  t h e  e q u a t i o n  o f  s ta te .  

DESCRIPTION 
The "presynth"  r o u t i n e s  c o n s i s t  o f  a number of p r e l i m i n a r y  
s t e p s  which a r e  o u t l i n e d  b r i e f l y  here. The u s e r  s h o u l d  
r e f e r  t o  t h e  specific manual pages for  more d e t a i l s  on run- 
n i n g  the i n d i v i d u a l  C-she l l  e x e c u t a b l e  s c r i p t s .  

I n  g e n e r a l ,  one  should  reserve a s i z e a b l e  (approx .  1 mega- 
byte per Angstrom being e x t r a c t e d )  s c r a t ch -d i sk  a l l o c a t i o n  
t o  p r o c e s s  the l i n e  lists as d u p l i c a t i o n  o f  t h e  l i n e  l ists 
is  unavoidable .  

p r e syn th0k . c sh  -- select subsample from Kurucz CD-ROMs 

p r e s y n t h o j - c s h  -- select subsample from Jo rgensen  SCAN 
t a p e s  

p r e s y n t h l k - c s h  -- add  a n d / o r  i n t e r p r e t  b roadening  pa rame te r s ,  
r e fo rma t  l is t ,  summarize l i n e  comments, i n t e r p r e t  
mo lecu l a r  codes 

p r e s y n t h l j . c s h  -- add b roaden ing  c o e f f i c i e n t s ,  s e p a r a t e  i s o -  
t o p i c  l i n e s ,  r e fo rma t  list, i n t e r p r e t  rno lecu la r  codes  

p r e syn th2 . c sh  - nerge Kurucz and  Jorgensen CN l i n e l i s t s ;  
s o r t  and  conca t ena t e  atomic and  rnolecular l i n e  lists 

h a z e l i s t - c s h  -- g e n e r a t e  a n  a r t i f i c i a l  l i n e  list £rom t h e  
whole l i n e  list fo r  use i n  d e r i v i n g  t h e  e q u i v a l e n t  
wid th  c o e f f i c i e n t s ;  s c r i p t  calls  p re syn th3 . c sh  

p r e syn th3 . c sh  -- conve r t  A S C I I  fo rmat  t o  b i n a r y  ( 9 6 - b y t e / l i n e )  
format  f o r  f u l l  l i n e  l is t ;  f o r  a r t i f i c i a l  l i n e  list,  
when a u t o m a t i c a l l y  c a l l e d  £rom h a z e l i s t . c s h ,  s t e p  a l s o  
c o n v e r t s  t h e  d a t a  t o  104 -by t e / l i ne  (but no s o r t i n g )  

p r e syn th4 . c sh  -- combines a number of execu t ab l e  c - s h e l l  
s c r i p t s  t o  implement t h e  l i n e - e l i m i n a t i o n  method, 

Sun Release 4 . 1  Last change: 6 March 1996 
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which removes the user-defined "ultraweakR lines 
f rom the line list 

1inehaze.csh -- a modified SSynth run which calculates 
the equivalent width coefficients 

tabewcoeff.csh -- EW coefficients tabulated as a 
function of species and elo at a given central 
wavelength 

calcew.csh -- program reads the complete line list, 
combines each liners gf value with the 
interpolated EW coefficient value to calculate 
the EW; accumulated blocking detemined and 
line list filtered according to a preset line- 
blocking error; lines marked according to line 
strength. Presort ca l led  to add additional 
binary data and sort on the three f i e l d s  and 
by segment for the final preparation of the 
line list for ssynth-rnain.csh 

CONTROL FILES 
presynth0k.csh: 

rcdllines-cnt rcdl8lines.cnt rcd23lines.cnt 
presynth0j.csh: rjorg-cnt 

presynthlk.csh: 
rcdllines.cnt rcdl8lines.cnt rcd23lines.cnt 

presynthl j . csh: rjorg. cnt 

hazelist.csh: program creates control file 

presynth3 .csh: none for complete ASCII line list (no sort) 

presynth4. csh: 
scale.cnt ss-haze.cnt accblk-1im.cnt 1inenviron.cnt 
newatmos.cnt 

DIRECTORY STRUCTURE 
In your root .cshrc file, insert the following line (after 
al1 primary paths): source (yourdirectoryname)/.cshrc~ssynth 

In your root .login file, insert the following line (after 
al1 primary paths): source (yourdirectoryname)/.login_ssynth 

The c-shell executables expect an environment-set directory 
structure. The following example should be used to set the 
directory environments with the appropriate user-defined 
directories substituted where needed. 
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USER COMMANDS 

.cshrc ssynth 

#!/bin/csh 
alias ssynth-man man -M /astro/irwin/newçsynth/man 
alias tr-kurucz "tr ' 15' ' 12"' 

.login ssynth 

#!/bin/csh 
# #  these directories are set by administrator 
setenv ssynth-rootdir /astro/irwin/new-ssynth 
setenv kappadir Sssynth-rootdir/kappatab 
setenv atmosdir $ssynth~rootdir/atmos 
setenv partdir Sssynth-rootdir/partition 
set path = ( Sssynth-rootdir/bin Sssynth_rootdir/csh Spath ) 
# #  
# #  t h e s e  directories are normally set by the user 
setenv ssynth-userdir /astro/irwin/calc-ssynth 
setenv linedir Sssynth~userdir/linelists 
setenv controldir Sssynth-userdir/control 

PREPROCESS I N G  ALGORITHM 
presynth0.csh 

I 
1 

presynthl.csh 
1 
I 

pres ynth2. csh 
I 

hazelist . csh presynth3.csh 

SEE ALSO 
presynth? . csh (1) linenviron. cnt (1 ) rjorg.cnt (1) 
rcd?lines. cnt (1) scale. cnt (1) ss-haze .cnt (1) ssynth. cnt (1) 
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